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There has been a lot of interest recently in identification of small subgraphs with high

connectivity in a large graph. In the language of social networks, one might think of

identifying social groups. Another application is to find a set of web pages discussing

similar topics based on the hyperlinks on those web pages to other web pages.

The simplest model with one group can be formulated as follows. We have a set of

vertices V and a subset S ⊂ V , the “community”. Moreover, we have two probabilities

p and q satisfying 0 < q < p < 1. Two vertices are independently connected by an edge

with probability p if both edges are in S and with probability q otherwise. The statistical

problem is to estimate/reconstruct the set S and the probabilities p, q from observing the

graph.

In terms of social networks, each vertex represents one person and an edge means that

they are connected. The persons who are in S are more likely to be connected to each

other (p > q) and therefore are in one group. What we can observe are all the connections

but we do not know the set S and thus have to use the data in order to reconstruct it.

In this bachelor thesis project, we study estimation and confidence statements for the

unknown quantities S, p, q. It is important to find procedures that allow for fast computation

in order to be applicable to large datasets. The model presented above is a toy model. In

a second part of the project we will generalize our methods to more general settings.

Possible extensions are to study what happens if there are several subgraphs with higher

connectivity, and how to find the number of communities if we do not know this number in

advance. Finally, we might consider other graph structures with non-independent edges.

The student will start out by reading some papers on this topic, and compare methods

proposed in the literature, applying them to the toy model. This will include implementing

the procedures (in R or Matlab) and testing them on simulated and real data. When the

student has become familiar with the model, we will study one of the extensions mentioned

above, or another one, depending on the student’s interests.
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