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Abstract
We give an explicit version of Shimura’s reciprocity law for singular values of Siegel modular functions. We use this to construct examples of class invariants of quartic CM fields that are smaller than Igusa invariants.

1 Introduction
The values $f(\tau)$ of classical modular functions at CM points generate abelian extensions of $K = \mathbb{Q}(\tau)$, hence are acted on by ideals and idèles of $K$ via the Artin isomorphism. Shimura’s reciprocity law expresses these actions in terms of a $GL_2$-action on the modular functions $f$ themselves.

An explicit version of this action allows one to search for class invariants of imaginary quadratic fields in a more systematic way [5], i.e., for modular function values $f(\tau)$ that generate the ring class field $K(j(\tau))$ over $K$. ‘Small’ class invariants can then replace $j(\tau)$ in applications such as the construction of (cryptographic) elliptic curves over finite fields, and finding defining equations of class fields.

Complex multiplication of higher-dimensional abelian varieties also generates class fields [19] and enables the construction of cryptographic curves [3,20]. A big speedup would be obtained if one would replace for example Igusa invariants in [20] by smaller class invariants.

Shimura gave various higher-dimensional analogues of his reciprocity law [12–17], and our main result (Theorems 2.2–2.4 below) is a sufficiently explicit version for finding class invariants of orders in CM-fields, i.e., orders in $K = \mathbb{Q}(\sqrt{d})$ with $d$ a totally negative algebraic number. It takes the following form.

Fix a CM point $\tau \in \mathcal{H}_g$ in the Siegel upper half space, and let $N$ be a positive integer. Assume that the CM-type $\Phi$ of $\tau$ is primitive, and let $\Phi^r$ be its reflex. Let $F_N$ be the field of Siegel modular functions of level $N$ with $q$-expansion coefficients in $\mathbb{Q}(\zeta_N)$. Assume for the sake of this introduction that $\tau$ has CM by a maximal order $\mathcal{O}_K \subset K$. Then given an ideal $\mathfrak{a}$ of $K^r$ coprime to $N$, Theorem 2.4 (our main result) gives explicit $U \in \text{GSp}_{2g}(\mathbb{Z}/N\mathbb{Z})$ and $M \in \text{GSp}_{2g}(\mathbb{Q})$ with

$$f(\tau)^\mathfrak{a} = f^U(M\tau).$$
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Here a acts on \( f(\tau) \) via the Artin map, and the actions of \( U \) and \( M \) on \( F_N \) and \( H_g \) are given in Section 2.

We use the reciprocity law to determine the ideal group corresponding to the field

\[ \mathcal{H}(N) = K^\ast(f(\tau) : f \in F_N) \]

In the case of maximal orders, it is be

\[ \mathcal{H}(N) = \{ a : N_{\phi^f}(a) = \mu \mathcal{O}_K, \mu \mathcal{P} \in \mathcal{Q}, \mu \equiv 1 \mod N \} \].

Theorem 2.2 gives the general case, where the CM order of \( \tau \) is not necessarily maximal.

If one considers only the Galois group \( \text{Gal}(\mathcal{H}(N)/\mathcal{H}(1)) \), then \( U \) and \( M \) of (1.1) become particularly simple to express. Given \( a \), let \( \mu \) be as in the definition of \( \mathcal{H}(1) \), and let \( U \) be the transpose of the matrix of multiplication by \( \mu \) with respect to the symplectic basis corresponding to \( \tau \). Theorem 2.3 then states

\[ f(\tau)^a = f^U(\tau). \] (1.2)

We have programmed the actions (1.1) and (1.2) into Sage [11] and will make the program available online at [21]. Via Sage, these programs use PARI [25] for most of the number field functionality, such as computation of ray class groups.

The action (1.2) allows us to show that \( f(\tau) \) is in \( \mathcal{H}(1) \) by considering only the action of some matrices \( U \) on \( F_N \). If \( f(\tau) \) is in \( \mathcal{H}(1) \), then the main theorems (more precisely, Theorems 2.2 and 2.4) allow us to verify \( K^\ast(f(\tau)) = \mathcal{H}(1) \), i.e., that \( f(\tau) \) is a class invariant, and to compute the minimal polynomial \( H_f \) of \( f(\tau) \) over \( K^\ast \) numerically.

The polynomial \( H_f \) becomes simpler to express and compute if its coefficients are in the maximal totally real subfield \( K^\ast_0 \subset K^\ast \). Proposition 2.7 gives a sufficient condition for this to happen. We give a detailed example in Section 6.

Rather than reproving the reciprocity law in our setting, we will quote a version proven by Shimura in the language of id` eles (Section 3) and rework it into a version with ideals and a more explicit group action (Section 4).

The action of \( U \) becomes most explicit when expressing \( f \) in terms of theta constants. This is Section 5 and will be used for our examples in Section 6. Finally, Section 7 treats the applications mentioned in the introduction in more detail. These final three sections can be read independently of Section 4.

2 Definitions and statement of the main results

2.1 The upper half space

Fix a positive integer \( g \). The Siegel upper half space \( \mathcal{H} = \mathcal{H}_g \) is the set of \( g \times g \) symmetric complex matrices with positive definite imaginary part. It parametrizes \( g \)-dimensional principally polarized abelian varieties \( A \) over \( \mathbb{C} \) together with a symplectic basis \( b_1, \ldots, b_{2g} \) of their first homology.

In more detail, an abelian variety over \( \mathbb{C} \) is always of the form \( A = \mathbb{C}^g/\Lambda \) for a lattice \( \Lambda \) of rank \( 2g \). A polarization is given by a Riemann form, i.e., an \( \mathbb{R} \)-bilinear form \( E \) on \( \mathbb{C}^g \) that restricts to a bilinear form \( \Lambda \times \Lambda \to \mathbb{Z} \) and such that \( (u, v) \mapsto E(iu, v) \) is symmetric and positive definite. Given a basis of \( \Lambda \), there is a matrix, which by abuse of notation we also denote by \( E \), such
Marco Streng - Explicit Shimura reciprocity for Siegel modular functions

that \( E(u, v) = u^t E v \). We say that \( E \) is **principally polarized** if \( E \) has determinant 1. In that case, there exists a **symplectic basis**, i.e., a basis such that \( E \) is given in terms of \((2 \times 2)\)-blocks as

\[
Ω = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

To a point \( τ ∈ H_g \), we associate the principally polarized abelian variety with \( Λ = τ \mathbb{Z}^g + \mathbb{Z}^g \) and symplectic basis \( τe_1, \ldots, τe_g, e_1, \ldots, e_g \), where \( e_i \) is the \( i \)-th basis element of \( \mathbb{Z}^g \). Conversely, given a principally polarized abelian variety and a symplectic basis, we can apply a \( \mathbb{C} \)-linear transformation of \( \mathbb{C}^g \) to write it in this form.

**2.2 The algebraic groups**

Given a commutative ring \( R \), let

\[
\text{GSp}_{2g}(R) = \{ A ∈ \text{Mat}_{2g}(R) : A^t Ω A = ν Ω \text{ with } ν ∈ R^× \}.
\]

Note that \( ν \) defines a homomorphism of algebraic groups \( \text{GSp}_{2g} → \text{Gm} \), and denote its kernel by \( \text{Sp}_{2g} \). For \( g = 1 \), we have simply \( \text{GSp}_{2g}(R) = \text{GL}_2(R) \), \( ν = \text{det} \), \( \text{Sp}_{2g}(R) = \text{SL}_2(R) \).

The homomorphism \( ν \) has a section \( ι^{-1} : τ ↦ ι(τ)^{-1} \), where

\[
ι(τ) = \begin{pmatrix} 1 & 0 \\ 0 & ⨿^{-1} \end{pmatrix}.
\]

For any ring \( R \) for which this makes sense, we also define

\[
\text{GSp}_{2g}(R)^+ = \{ A ∈ \text{GSp}_{2g}(R) : ν(A) > 0 \}.
\]

The group \( \text{GSp}_{2g}(\mathbb{Q})^+ \) acts on \( H_g \) by

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \tau = (aτ + b)(cτ + d)^{-1},
\]

where \( a, b, c, d \) are \((g × g)\)-blocks. Changes of symplectic bases correspond to the action of \( \text{Sp}_{2g}(\mathbb{Z}) ⊂ \text{GSp}_{2g}(\mathbb{Q})^+ \) (see Lemma 4.6 below). It follows that \( \text{Sp}_{2g}(\mathbb{Z}) \setminus \mathcal{H} \) parametrizes the isomorphism classes of principally polarized abelian varieties of dimension \( g \).

It is known that the natural map \( \text{Sp}_{2g}(\mathbb{Z}) → \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \) is surjective \[10\] Thm. VII.21], and we denote its kernel by \( Γ_N \).

**2.3 Modular forms and group actions**

A **Siegel modular form** of weight \( k \) and level \( N \) is a function \( f : \mathcal{H} → \mathbb{C} \) such that for all \( A = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) ∈ Γ_N \), we have \( f(Aτ) = \text{det}(cτ + d)^k f(τ) \), and which is “holomorphic at the cusps”. We will not define holomorphicity at the cusps, as it is automatically satisfied for \( g > 1 \) by the Koecher principle \[6\], and is a standard (textbook) condition for \( g = 1 \).

Any modular form \( f \) has a **Fourier expansion** or \( q \)-**expansion**

\[
f(τ) = \sum_ξ a_ξ q^ξ, \quad a_ξ ∈ \mathbb{C}, \quad q^ξ := \exp(2πi \text{Tr}(ξτ)/N),
\]

3
where ξ runs over the symmetric matrices in Mat_{g}(\frac{1}{2}\mathbb{Z}) with integral diagonal entries. The numbers a_ξ are the coefficients of the q-expansion.

Let \( F_N \) and \( F_\infty \) be the fields
\[
F_N = \left\{ \frac{g_1}{g_2} : g_1, g_2 \text{ are Siegel modular forms of equal weight and level } N, \right. \quad \left. \text{with } q\text{-expansion coefficients in } \mathbb{Q}(\zeta_N), \text{ and } g_2 \neq 0 \right\}
\]
and \( F_\infty = \cup_N F_N \).

**Proposition 2.1.** There are well-defined right group actions given by
\[
\begin{align*}
F_\infty \circ \text{GSp}_{2g}(\mathbb{Q})^+ & \quad f^A(\tau) = f(A\tau), \\
F_N \circ \text{Sp}_{2g}(\mathbb{Z}) & \quad f^A(\tau) = f(A\tau), \\
F_N \circ \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) & \quad f^{(A \mod N)} = f^A \quad \text{if } A \in \text{Sp}_{2g}(\mathbb{Z}), \\
F_N \circ i((\mathbb{Z}/N\mathbb{Z})^\times) & \quad \text{the inverse of the natural Galois action of } (\mathbb{Z}/N\mathbb{Z})^\times \text{ on the Fourier coefficients,} \\
F_N \circ \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) & \quad \text{extending the actions of both } i((\mathbb{Z}/N\mathbb{Z})^\times) \text{ and } \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \text{ simultaneously.}
\end{align*}
\]

We will give a proof in Section 3.

Given \( A \in \text{GSp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \) and \( f \in F_N \), how would one compute \( f^A \)? First, take \( t = \nu(A) \), and notice \( A = t(A^{-1})B \) with \( B = t(A)A \in \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \). Next, lift \( B \) to \( B_0 \in \text{Sp}_{2g}(\mathbb{Z}) \), and note \( f^A = (f^{(t^{-1})})^{B_0} \). The only part that is not completely explicit is the lifting from \( \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \) to \( \text{Sp}_{2g}(\mathbb{Z}) \). However, when \( f \in F_N \) is expressed in terms of theta constants, we will give a formula for the action of \( \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \) on \( f \) (Section 5) that does not require finding a lift.

### 2.4 Complex multiplication

Suppose \( A \) is a \( g \)-dimensional polarized abelian variety over \( \mathbb{C} \) with complex multiplication, i.e., such that \( \text{End}(A) \otimes \mathbb{Q} \) contains a CM-field \( K \) of degree \( 2g \).

It is known that any such \( A \) can be obtained as follows. Let \( \Phi = \{ \phi_1, \ldots, \phi_g \} \) be a CM-type, i.e., a set of \( g \) embeddings \( K \to \mathbb{C} \) such that no two are complex conjugate. By abuse of notation, write \( \Phi(x) = (\phi_1(x), \ldots, \phi_g(x)) \in \mathbb{C}^g \) for \( x \in K \). Let \( b \) be a lattice in \( K \), i.e., a non-zero fractional ideal of an order of \( K \). Let \( \xi \in K \) be such that for all \( \phi \in \Phi \), the complex number \( \phi(\xi) \) lies on the positive imaginary axis, and such that the bilinear form \( E_\xi : K \times K \to \mathbb{Q} : (x, y) \mapsto \text{Tr}(\bar{\xi}y) \xi \) maps \( b \otimes \mathbb{R} \) to \( \mathbb{Z} \). Let \( A = \mathbb{C}^g / \Phi(b) \) and let a polarization on \( A \) be given by \( E_\xi \) extended \( \mathbb{R} \)-linearly from \( b \) to \( \mathbb{C}^g \). Finally, let \( \mathcal{O} = \{ x \in K : xb \subset b \} \) be the multiplier ring of \( b \), and embed it into \( \text{End}(A) \) by taking \( x\Phi(u) = \Phi(xu) \) and extending this linearly.

Any CM-point \( \tau \) thus corresponds to a quadruple \( (\Phi, b, \xi, B) \) with \( \Phi, b \) and \( \xi \) as above and \( B = (b_1, \ldots, b_{2g}) \) a symplectic basis of \( b \) for the pairing \( E_\xi \). We will make the reciprocity law explicit in terms of such quadruples, and note that one obtains \( \tau \) with the formula
\[
\tau = (\Phi(b_{g+1})| \cdots |\Phi(b_{2g}))^{-1}(\Phi(b_1)| \cdots |\Phi(b_g)).
\]

We will assume that \( \Phi \) is a primitive CM-type, or, equivalently, \( K = \text{End}(A) \otimes \mathbb{Q} \). We then have \( \mathcal{O} = \text{End}(A) \).
2.5 The type norm

The type norm \( N_\Phi : K \to C \) is the map

\[
N_\Phi : x \mapsto \prod_{\phi \in \Phi} \phi(x).
\]

Its image generates the reflex field \( K^r \) of \( \Phi \), and there is a reflex type norm map

\[
N_{\Phi^r} : K^r \to K : x \mapsto \prod_{\psi \in \Psi} \psi(x),
\]

where the product is taken over the reflex type, i.e., those embeddings \( \psi : K^r \to K \) such that there is a map \( \phi : K \to C \) with \( \phi \circ \psi = \text{id}_{K^r} \) and \( \phi|_K \in \Phi \).

Recall that \( O \) is an order in \( K \) and let \( F \) be the smallest positive integer such that \( F O_K \subset O \). For any positive integer \( N \), let \( I(NF) \) be the group of fractional ideals of \( O_{K^r} \) coprime to \( NF \). Let \( N_{\Phi^r, O} \) be the type norm homomorphism from \( I(NF) \) to the group of invertible fractional \( O \)-ideals coprime to \( NF \) defined by

\[
N_{\Phi^r, O}(a)O_L = \prod_{\psi \in \Psi} \psi(a)O_L,
\]

where \( L \) is the normal closure of \( K \). The existence and uniqueness of this map for \( O = O_K \) is [19, Proposition 29 in §8.3], and the general case then follows from the fact that the set of invertible fractional \( O \)-ideals coprime to \( NF \) is naturally in bijection with the same set for \( O_K \).

2.6 The class fields generated by complex multiplication

Fix a CM-point \( \tau \) and let the notation be as above. We will study the field \( \mathcal{H}(N) \) generated over \( K^r \) by the values of \( f(\tau) \) as \( f \) ranges over the elements of \( F_N \) that do not have a pole at \( \tau \). It is an abelian extension of \( K^r \), and our first theorem gives the corresponding ideal group. To state it, we need some additional definitions.

For \( x \in K \), we write \( x \equiv 1 \mod N O \) if we have \( (x - 1)/N \in O \otimes \mathbb{Z}_p \) for all primes \( p \) dividing \( N \). In other words, we have \( x \equiv 1 \mod N O \) if and only if there exist \( a, b \in O \) with \( x = (1 + Na)/(1 + Nb) \). Note that \( x \equiv 1 \mod 1O \) holds for all elements of \( K \).

The following theorem is analogous to [19] Main Theorem 3 in §17. We will prove it using the reciprocity law. Recall that \( F \) is the smallest positive integer satisfying \( F O_K \subset O \).

**Theorem 2.2.** The extension \( \mathcal{H}(N)/K^r \) is abelian and of conductor dividing \( NF \). Its Galois group is isomorphic via the Artin isomorphism to the group \( I(NF)/H_{\Phi, O}(N) \), where \( I(NF) \) is the group of fractional \( O_{K^r} \)-ideals coprime to \( NF \), and

\[
H_{\Phi, O}(N) = \left\{ a \in I(NF) : \exists \mu \in K \text{ with } \begin{array}{l}
N_{\Phi^r, O}(a) = \mu O \\
\mu \in \mu_{\mathbb{Q}} = N(a) \in \mathbb{Q} \\
\mu \equiv 1 \mod N O
\end{array} \right\}.
\]

Note that \( \mathcal{H}(N) \) depends only on \( O \) and \( \Phi \).
2.7 The explicit reciprocity laws

The previous section stated \( \text{Gal}(H_{N}/H_{1}) = (I(NF) \cap H_{\Phi, O}(1))/H_{\Phi, O}(N) \) for certain ideal groups \( H_{\Phi, O}(1) \) and \( H_{\Phi, O}(N) \). The following reciprocity law makes the Galois action of \( I(NF) \cap H_{\Phi, O}(1) \) explicit.

**Theorem 2.3.** Given a CM point \( \tau \in H \) and a positive integer \( N \), let the notation be as above. For any \( a \in I(NF) \cap H_{\Phi, O}(1) \), let \( [a] \) be its class modulo \( H_{\Phi, O}(N) \), and let \( \mu \) be as in the definition of \( H_{\Phi, O}(1) \). Then the action of \( [a] \) on \( f(\tau) \) for any \( f \in F_{N} \) is given by

\[
f(\tau)[a] = f^{\epsilon(\mu)}(\tau),
\]

where \( \epsilon(\mu) \) is the transpose of the matrix of multiplication by \( \mu \) with respect to the basis \( b_{1}, \ldots, b_{2g} \) of Section 2.4.

This defines a reciprocity map \( g \) as follows. Let \( S \) be the image in the group \( \text{GSp}_{2g}(Z/NZ) \) of the stabilizer \( \text{Stab}_{\tau} \subset \text{Sp}_{2g}(Z) \) of \( \tau \). Then we get a homomorphism

\[
g : \frac{I(N) \cap H_{\Phi, O}(1)}{H_{\Phi, O}(N)} \longrightarrow \text{GSp}_{2g}(Z/NZ)/S
\]

\[
[a] \longmapsto \epsilon(\mu)
\]

such that

\[
f(\tau)^{a} = f^{g(\alpha)}(\tau) \quad \text{and} \quad g((\alpha)) = \epsilon(N_{\Phi}(\alpha)) \quad \text{for} \quad \alpha \in K'V.
\]

The following more general version of the reciprocity law gives the action of any \( a \in I(NF) \).

**Theorem 2.4.** Given a CM point \( \tau \in H \) and a positive integer \( N \), let the notation be as above. For any \( a \in I(NF) \), choose a symplectic basis \( C \) of \( N_{\Phi, O}(a)^{-1}b \) with respect to \( E_{N(\alpha)K} \).

Let \( M' \) be the basis transformation from \( B \) to \( C \). In other words, if \( B \) and \( C \) are matrices with the elements of \( B \) and \( C \) as columns, written in terms of some \( Q \)-basis of \( K \), then \( C = BM' \).

Then \( M \) is in \( \text{GSp}_{2g}(Q)^{+} \) and is \( N \)-integral and invertible mod \( N \). Moreover, its inverse \( U \) is in \( \text{GSp}_{2g}(Z/NZ) \), and for any \( f \in F_{N} \), we have

\[
f(\tau)[a] = f^{U_{M}}(\tau) = f^{U}(M\tau). \tag{2.1}
\]

**Remark 2.5.** Computing symplectic bases is easy. Use the \texttt{symplectic_form} command on integer matrices in Sage [11] or \texttt{FrobeniusFormAlternating} in Magma [2], or see [22, Algorithm 4.2].

2.8 Complex conjugation

Now assume \( f(\tau) \) is a class invariant, i.e., a generator of \( H(1)/K^{\tau} \) with \( f \in F_{N} \). A priori, the coefficients of its minimal polynomial \( H_{f} \) over \( K^{\tau} \) are elements of \( K^{\tau} \). But in many cases there is a way to make sure they are elements of the smaller field \( K_{0}^{\tau} \).

Let \( M := Q(f(\tau) : f \in F_{1}) \) be the field of moduli of the principally polarized abelian variety corresponding to \( \tau \), and let \( M_{0} = MK_{0}^{\tau} \). Then by definition, we have \( H(1) = M_{0}K^{\tau} \), and \( H(1)/M_{0} \) is an extension of degree at most 2.

We will concern ourselves with the case where this degree is exactly 2.
Lemma 2.6. Suppose \( \tau \) corresponds to a pair \((b, \xi)\).

1. The degree of \( \mathcal{H}(1)/\mathcal{M}_0 \) is 2 if and only if there is an ideal \( a \in I(F) \) and an element \( \mu \in K_0^\times \) such that \( N_{\mathcal{O}, \mathcal{O}(a)} \frac{b}{\mathcal{O}} = \mu \cdot b \) and \( \mu \cdot \mathcal{O} = \mathcal{O} \).

2. If \( g \leq 2 \) and \( \mathcal{O} = \mathcal{O}_K \), then the conditions in part 1 are satisfied and we can take
   
   \begin{align*}
   (a) & \quad g = 1, \quad a = N_{\mathcal{O}}(b/\mathcal{O}) \text{ and } \mu = 1; \\
   (b) & \quad g = 2, \quad a = N_{\mathcal{O}}(b) \text{ and } \mu = N_{K/\mathcal{O}}(b).
   \end{align*}

3. If \( b = \mathcal{O} \), then the conditions in part 1 are satisfied and we can take \( a = \mathcal{O}_K \) and \( \mu = 1 \).

Proposition 2.7. Assume \( \deg \mathcal{H}(1)/\mathcal{M}_0 = 2 \) and suppose \( f(\tau) \) is a class invariant with \( f \in \mathcal{F}_N \).

Let \((a, \mu)\) be as in Lemma 2.6.1 and assume without loss of generality that \( a \) is coprime to \( N \).

Let \( M \in \text{Mat}_{2g} \mathbb{Q} \) be such that \( M^t \) transforms the symplectic basis \( b_1, \ldots, b_g, b_{g+1}, \ldots, b_{2g} \) of \( b \) corresponding to \( \tau \) into the basis \( \mu^{-1} b_1, \ldots, \mu^{-1} b_{g+1}, \ldots, \mu^{-1} b_{2g} \) of \( b \). Then \( M \) is finite and invertible modulo \( N \). Let \( U \in \text{GSp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \) be its inverse and \( U' = U(1) \). Then the following are equivalent:

1. \( f(\tau) \in \mathcal{M}_0 \)
2. \( f(U')(\tau) = f(\tau) \)

If these conditions are satisfied, then the minimal polynomial of \( f(\tau) \) over \( K^\tau \) has coefficients in \( K_0^\tau \).

So to ensure that the minimal polynomial of \( f(\tau) \) over \( K^\tau \) is defined over \( K_0^\tau \), we can restrict to \( f \) that satisfy \( f(U') = f \).

3 The adèlic version

Shimura developed his reciprocity laws for various types of multivariate modular functions, modular forms, and theta functions in a series of papers \[12, 16, 17\]. See also the textbook \[18, 26.10\]. We choose not to reprove the reciprocity law in the language of ideal groups, but instead to take a streamlined version proven by Shimura in the adèlic language, and to work out exactly what it means in our situation in terms of ideal groups.

We start by citing Shimura’s adèlic action of \( \text{GSp}_{2g} \), and linking it to the actions of Proposition 2.1. In particular, this will prove Proposition 2.1 albeit in a rather indirect way.

Let \( A \) be the ring of adeles of \( \mathbb{Q} \) and call an element of its unit group positive if its \( \mathbb{R} \)-component is positive. Let \( \hat{\mathbb{Z}} = \text{lim}_- \mathbb{Z}/N\mathbb{Z} \) be the ring of finite integral adeles, so \( A = (\hat{\mathbb{Z}} \otimes \mathbb{Q}) \times \mathbb{R} \).

Proposition 3.1. Let \( \text{Aut}(\mathcal{F}_\infty) \) be the automorphism group of the field \( \mathcal{F}_\infty \). There is a unique homomorphism \( \text{GSp}_{2g}(A)^+ \to \text{Aut}(\mathcal{F}_\infty) \) satisfying

1. for \( x \in A^\times \) and \( f \in \mathcal{F}_\infty \), we define \( f^x \) as \( f \) where \( x^{-1} \) acts on its Fourier coefficients,
2. for \( A \in \text{GSp}_2(\mathbb{Q})^+, f \in \mathcal{F}_\infty, \tau \in \mathcal{H}, \) we have \( f^A(\tau) = f(A\tau), \)

3. for any \( N, \) the group \( S = \{ A \in \text{GSp}_2(\mathbb{Z}) : A \equiv 1 \mod^\times N \} \cdot \text{GSp}_2(\mathbb{R})^+ \) acts trivially on any \( f \in \mathcal{F}_N, \) where we write \( A \equiv 1 \mod^\times N \) if \( A_p \equiv 1 \mod N \text{Mat}_2(\mathbb{Z}_p) \) for all \( p|N. \)

**Proof.** Existence is a special case of \([15] \text{Thm. 5(v,vi,vii)}\]. Uniqueness follows from the proof of \([17] \text{Proposition 1.3}. \)

**Remark 3.2.** Our reference for existence in Proposition \([3.1]\) though directly applicable to our situation, may not be satisfactory to some readers, as it does not contain the proof. The action is constructed in \([12] \text{Section 2.7}\) for a field \( k_2(V_2) \). The field \( k_2(V_2) \) is defined without \( q\)-expansions, hence that reference only contains a weak version of 1, but 2 is \([12] \text{(2.7.2)}\] and 3 follows immediately from \([12] \text{(2.5.3a)}\].

Our stronger version of 1, as well as the link between \( \mathcal{F}_\infty \) and \( k_2(V_2), \) is given in \([15]\). Both that reference and \([14] \text{§ 6}\) claim that the proof is exactly the same as in the Hilbert modular case, which is \([14]\).

Next, we make the action of \( \text{GSp}_2(\mathbb{Z}) \) on \( \mathcal{F}_N \) explicit as a first step towards making the reciprocity law more explicit.

**Proposition 3.3.** The action of Proposition \([3.1]\) has the following property:

4. For any positive integer \( N, \) any \( f \in \mathcal{F}_N, \) and any

\[
A = (A_f, A_\infty) \in \text{GSp}_2(\mathbb{Z}) \times \text{GSp}_2(\mathbb{R})^+ \subset \text{GSp}_2(\mathbb{A})^+,
\]

we have \( f^A \in \mathcal{F}_N, \) and \( f^A \) depends only on \( (A_f \mod N) \in \text{GSp}_2(\mathbb{Z}/N\mathbb{Z}), \)

Moreover, the induced action of \( \text{GSp}_2(\mathbb{Z}/N\mathbb{Z}) \) on \( \mathcal{F}_N \) is exactly as in Proposition \([2.1]\).

**Proof.** The fact \( f^A \in \mathcal{F}_N \) follows from the construction of the action (see \([12] \text{2.7 and (2.5.3)}\) and Remark \([3.2]\) above). That \( f^A \) depends only on \( (A_f \mod N) \) is Proposition \([3.1]\). It follows that the action induces an action of \( \text{GSp}_2(\mathbb{Z}/N\mathbb{Z}) \) on \( \mathcal{F}_N. \) To prove that this action is as in Proposition \([2.1]\) it remains only to compute this action for \( B \in \text{Sp}_2(\mathbb{Z}/N\mathbb{Z}) \) and for \( B = \iota(t) \) with \( t \in (\mathbb{Z}/N\mathbb{Z})^\times. \)

In case of \( B \in \text{Sp}_2(\mathbb{Z}/N\mathbb{Z}), \) we lift \( B \) to \( A \in \text{Sp}_2(\mathbb{Z}) \) (possible by \([10]\)). As we have

\[
\text{Sp}_2(\mathbb{Z}) = \text{GSp}_2(\mathbb{Q})^+ \cap (\text{GSp}_2(\mathbb{Z}) \times \text{GSp}_2(\mathbb{R})^+),
\]

we can then apply Proposition \([3.1]\) to find that the action of \( B \) is as in Proposition \([2.1]\). In case of \( B = \iota(t) \) with \( t \in (\mathbb{Z}/N\mathbb{Z})^\times, \) we lift \( t \) to \( \mathbb{Z}^\times \) and apply Proposition \([3.1].\)

Proposition \([2.1]\) now follows without having to do any work.

**Proof of Proposition \([2.1]\)** Restricting the action of Proposition \([3.1]\) to elements \( A \in \text{GSp}_2(\mathbb{Q})^+ \) gives the action of that group according to part 2 of Proposition \([3.1]\). Restricting the action instead to \( A_f \in \text{GSp}_2(\mathbb{Z}) \) and \( f \in \mathcal{F}_N \) yields the actions of \( \text{GSp}_2(\mathbb{Z}/N\mathbb{Z}) \) and its subgroups by Proposition \([3.3]\].

---
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Let \( \tau \in \mathcal{H} \) correspond to a simple principally polarized abelian variety \( \mathfrak{C}^g/\tau \mathbb{Z}^g + \mathbb{Z}^g \) with complex multiplication by \( K \). Let \( \epsilon : K \to \text{Mat}_{2g}(\mathbb{Q}) \) be the ring homomorphism sending \( x \in K \) to the matrix of multiplication by \( x \) with respect to the symplectic basis corresponding to \( \tau \).

The type norm \( N_\varphi \), and the map \( \epsilon \) induce adelic maps \( N_\varphi : K^\times_A \to K^\times_A \) and \( \epsilon : K_A^\times \to \text{GSp}_{2g}(\mathbb{A})^+ \).

Shimura gives the following reciprocity law, stated in a very sleek manner using the action of Proposition 3.1.

**Theorem 3.4** (Shimura’s reciprocity law for Siegel modular functions). Let \( \tau \in \mathcal{H}_n \) and the notation be as above and let \( g = \epsilon \circ N_\varphi \). Then for any \( f \in \mathcal{F}_\infty \) such that \( f(\tau) \) is finite and any \( x \in K^\times_A \), we have

\[
f(\tau) \in K^\times_{ab} \quad \text{and} \quad f(\tau)^x = f^{g(x)^{-1}}(\tau).
\]

**Proof.** This is exactly equation (3.43) of [17, p. 57]. (Actually, that reference works with the abelian variety \( A = \mathfrak{C}^g/(\tau \mathbb{Z}^g + \delta \mathbb{Z}^g) \) for an integer \( \delta \geq 3 \), but that variety has CM by \( K \) if and only if ours has, so that the result for \( \delta = 1 \) follows.) The matrix \( \epsilon(x) \in \text{Mat}_{2g}(\mathbb{Q}) \) is defined differently and less explicitly in [17], namely by \( \rho(x)(\tau, 1) = (\tau, 1)\epsilon(x) \) where \( \rho(x) \in \text{Mat}_{2g}(\mathbb{C}) \) is the matrix of multiplication by \( x \) with respect to the standard basis of \( \mathfrak{C}^g \). But since \( (\tau, 1) \) is exactly what maps the standard basis of \( \mathbb{Z}^{2g} \) to \( \mathfrak{C}^g \), our matrix \( \epsilon(x) \) satisfies the definition of [17]. \( \square \)

**Remark 3.5.** As in Remark 3.2, a more original reference is [12, (2.7.3)] (equivalently [13, (6.2.3)]).

See also [18, 26.8(4)] for a textbook version.

## 4 Proof of the main result

Our main result is an explicit version of Shimura’s reciprocity law. In other words, given \( f \in \mathcal{F}_N \) and the image \( [a] \) of the idèle \( x \) in a ray class group of \( K^\times \), we would like to give \( f^{g(x)^{-1}} \) in terms of the actions of Proposition 3.1.

First of all, we need to determine an appropriate modulus for our ray class group. This is done in Section 4.1.

Next, we will write \( g(x) = \text{SUM} \) with \( M \in \text{GSp}_{2g}(\mathbb{Q})^+, U \in \text{GSp}_{2g}(\hat{\mathbb{Z}}) \), \( S \in \text{Stab}_f \), and both \( M \) and \( (U \mod N) \) explicit in terms of \( a \). Then we can conclude \( f^g(\tau) = f^{g(x)^{-1}}(\tau) = f^{(U \mod N)}(M\tau) \).

**Remark 4.1.** The strong approximation theorem for \( \text{GSp}_{2g}(\mathbb{A}) \) in fact tells us (17, Lemma 1.1]) that such a decomposition always exists, even with \( U \in \epsilon(\mathbb{Z}^\times) \). However, we will be satisfied with having only \( U \in \text{GSp}_{2g}(\hat{\mathbb{Z}}) \).

### 4.1 The conductor

Let the notation be as above and recall \( \text{End}(A) = \mathcal{O} \), and \( F \mathcal{O}_K \subset \mathcal{O} \).

**Lemma 4.2.** For \( a \in K \), we have \( a \in \mathcal{O} \) if and only if \( \epsilon(a) \in \text{Mat}_{2g}(\mathbb{Z}) \).

**Proof.** We have \( a \in \mathcal{O} \) if and only if \( ab \subset b \), which is equivalent to \( \epsilon(a) \in \text{Mat}_{2g}(\mathbb{Z}) \). \( \square \)
Corollary 4.3. For $a \in K$, we have $a \equiv 1 \mod^\times NO$ if and only if $\epsilon(a) \equiv 1 \mod^\times N$.

Proof. Lemma 4.2 stays valid when considered locally at a prime number $p$, i.e., replacing $\mathcal{O}$ by $\mathcal{O} \otimes \mathbb{Z}_p$ and $Z$ by $\mathbb{Z}_p$ for a prime $p$. We have $a \equiv 1 \mod^\times NO$ if and only if $(a - 1)/N \in \mathcal{O} \otimes \mathbb{Z}_p$ for all $p|N$. The corollary follows if we apply the lemma to $(a - 1)/N$ locally at all primes dividing $N$. \qed

Recall the abelian extension $H(N) = K^\iota(f(\tau): f \in \mathcal{F}_N)$ of $K^\iota$.

Proposition 4.4. The conductor of $H(N)$ divides $NF$.

Proof. What we need to prove is equivalent to the statement that $W_{NF}$ acts trivially on $\mathcal{F}_N$ for $W_{NF} = \{x \in K^\times:\ x \equiv 1 \mod^\times NF\}$. So take any $x \in W_{NF}$, and let $y = \epsilon(N_{\phi}(x))^{-1}$. Then Theorem 3.4 tells us that for all $f \in \mathcal{F}_N$, we have $f^\iota = f^y(\tau)$.

We have $N_{\phi}(x) \equiv 1 \mod^\times NF$, hence $N_{\phi}(x) \equiv 1 \mod^\times NO$. By Corollary 4.3, we find that $y$ is in the set $S$ of Proposition 3.1. It follows from that proposition that $f^\iota = f^y$, hence $x$ acts trivially on $f(\tau)$ for all $f \in \mathcal{F}_N$. \qed

Before we compute the actual ideal group corresponding to the field $H(N)$ (i.e., prove Theorem 2.2), we first determine the action of $I(NF)$ (i.e., prove Theorems 2.4 and 2.3).

4.2 The mundane properties of $M$

Theorem 2.4 starts by stating that the matrix $M$ of that theorem is in the group $GSp_{2g}(\mathbb{Q})^+$. The purpose of the current section is to prove this.

Recall that $M \in GL_{2g}(\mathbb{Q})$ is defined by $C = BM^t$ where the columns of $B$ and $C$ are symplectic bases of the lattices $b$ and $N_{\phi,\mathcal{O}}(a)^{-1}b$ with respect to polarizations $E_\xi$ and $E_{N(a)\xi}$.

Lemma 4.5. Let $M$ be as above. Then we have $M \in GSp_{2g}(\mathbb{Q})^+$.

Proof. This follows by taking $y = N(a)^{-1}$ in the following lemma. \qed

Lemma 4.6. Let $(C^g/\Lambda, E)$ be a principally polarized abelian variety, and $B$ a $(g \times 2g)$ complex matrix whose columns form a symplectic basis of $\Lambda$. Given $M \in GL_{2g}(\mathbb{Q})$, let $\Lambda'$ be the lattice in $C^g$ generated by the columns of $BM^t$. Then the following are equivalent:

1. there exists $y \in \mathbb{Q}^\times$ such that $yE$ is a principal polarization for $C^g/\Lambda'$ and the columns of $BM^t$ form a symplectic basis,

2. $M \in GSp_{2g}(\mathbb{Q})^+$.

Moreover, if this is the case, then the point in $\mathcal{H}$ corresponding to $C$ is $\tau' = M\tau$, and we have $y = \nu(M)^{-1}$.

Proof. Interpret $B$ as a $(2g \times 2g)$ real matrix by identifying $C$ with $\mathbb{R} + i\mathbb{R}$. Let $F$ be the matrix of $E$ with respect to the standard basis of $\mathbb{R}^{2g}$. Then we have $B^tFB = \Omega$.

Note that $yE$ satisfies all properties in the definition of a principal polarization, except possibly that $yE : (u, v) \mapsto yE(\imath u, v)$ is positive definite, and that
is equivalent to the existence of $y > 0$, while the second follows from symplecticity of $C$. In particular, part 1 is equivalent to the existence of $y > 0$ in $\mathbb{Q}$ with $y(\mathbf{BM})' \mathbf{BM} = \Omega$. In other words, part 1 is equivalent to the existence of $y > 0$ in $\mathbb{Q}$ with $M' \Omega M = y^{-1} \Omega$, i.e., $M \in \text{GSp}_{2g}(\mathbb{Q})^\times$. This also shows $\nu(M) = y^{-1}$.

Finally, write $B = (B_1|B_2)$ and note $\tau = B_2^{-1}B_1$. We get $B'M' = (B_1a' + B_2b'|B_1c' + B_2d')$, hence $\tau' = (B_1c' + B_2d')^{-1}(B_1a' + B_2b')$. Cancelling $B_2^{-1}B_2$ on the right hand side, we find $\tau' = (\tau c' + d')^{-1}(\tau a' + c')$. The fact that $\tau$ and $\tau'$ are symmetric matrices yields $\tau' = (a\tau + b)(c\tau + d)^{-1} = M'\tau$.

4.3 Decomposing $g(x)$ modulo the stabilizer

The bridge between adélic and ideal theoretic class field theory is the surjection
\[
K^\times_A / K^\times \to I(NF)/P(NF)
\]
that maps the class of an idèle $x \equiv 1 \mod NF$ to the class of the ideal $\mathfrak{a}$ with $\text{ord}_p(\mathfrak{a}) = \text{ord}_p(x_p)$ modulo the ray $P(NF) = \{(\alpha) : \alpha \equiv 1 \mod NF\}$.

Let $\mathfrak{a}$ be a fractional $K$-ideal coprime to $NF$. Let the notation be as in Theorem 2.4 and pick any idèle $x = (x_v)_v \in K^\times_A$ such that

1. for any finite prime $p$ of $K^\times$, we have $\text{ord}_p(\mathfrak{a}) = \text{ord}_p(x_p)$, and
2. for any valuation $v$ of $K^\times$ with $v(NF) > 0$, we have $x_v = 1$.

Then we immediately have
\[
g(x) \equiv 1_{2g} \mod NF, \tag{4.1}
\]
where $g = \epsilon \circ N_{\mathfrak{p}}$ is as in Theorem 3.4.

At the same time, we also have the following.

Lemma 4.7. Let $g(x)$ be as above and $M$ as in Theorem 2.4. Then the matrix $A = g(x)M^{-1}$ lies in $\text{GSp}_{2g}(\mathbb{Z}) \times \text{GSp}_{2g}(\mathbb{R})^\times$.

Proof. Let’s recall the situation of Theorem 2.4: we have a symplectic basis $B = (b_1|\ldots|b_g)$ of $\mathfrak{b}$ with respect to $E|\mathfrak{a}$ and a symplectic basis $C = (c_1|\ldots|c_g) = BM'$ of $N_{\mathfrak{a}^0}(\mathfrak{b})^{-1}\mathfrak{b}$ with respect to $E_{N(\mathfrak{a})}$. Since $\mathfrak{a}^0 \cap \mathfrak{n} = 0$, the fact that $K^\times$ has no real embeddings implies $\nu(g(x))_\infty > 0$, i.e., $g(x)_\infty \in \text{GSp}_{2g}(\mathbb{R})^\times$. We also have $M \in \text{GSp}_{2g}(\mathbb{Q})^\times$ by Lemma 4.5, hence $A_{\infty} \in \text{GSp}_{2g}(\mathbb{R})^\times$. It now suffices to prove for every prime number $p$ that $A_p$ is in $\text{GSp}_{2g}(\mathbb{Z}_p)$. Since $x \in K^\times_A$, write $x_p \in K^\times \otimes \mathbb{Z}_p$ for the part corresponding to primes over $p$.

We have the following identity of $\mathbb{Z}_p$-submodules of $K \otimes \mathbb{Z}_p$ of rank $2g$:
\[
(N_{\mathfrak{a}^0}(\mathfrak{a})^{-1}\mathfrak{b}) \otimes \mathbb{Z}_p = N_{\mathfrak{a}^0}(x_p)^{-1}(\mathfrak{b} \otimes \mathbb{Z}_p),
\]
and we have already chosen a basis $c_1,\ldots,c_{2g}$ of the left hand side, and by definition of $M$, it consists of the columns of $(b_1|\ldots|b_g)M'$. We take the $\mathbb{Z}_p$-basis $N_{\mathfrak{a}^0}(x_p)^{-1}b_1,\ldots,N_{\mathfrak{a}^0}(x_p)^{-1}b_{2g}$ of the right hand side and notice that $A_p^\mathfrak{b}$ is the matrix that transforms one basis to the other. In particular, we have $A_p \in \text{GL}_{2g}(\mathbb{Z}_p)$. As the basis on the left is symplectic for $N(\mathfrak{a})\xi$ and the one on the right is symplectic for $N(x)\xi$, we apply the proof of Lemma 1.6 and find $A_p \in \text{GSp}_{2g}(\mathbb{Q}_p)$. As we already had $A_p \in \text{GL}_{2g}(\mathbb{Z}_p)$, we conclude $A_p \in \text{GSp}_{2g}(\mathbb{Z}_p)$.
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Proof of Theorem 2.4. We already know $M \in \text{GSp}_{2g}(\mathbb{Q})^+$ by Lemma 4.5, which is the first statement in Theorem 2.4.

Next, we have $g(x) = AM$ with $A \in \text{GSp}_{2g}(\mathbb{Z}) \times \text{GSp}_{2g}(\mathbb{R})^+$ by Lemma 4.7. The reciprocity law (Thm. 3.4) now tells us $f(A) \equiv f(A) \mod{1}$, which implies $f(A) \equiv f(A) \mod{1}$. By Proposition 3.3, we find that $A$ acts as $(A \mod{N})$ does on $f$. Moreover, we have $A \equiv M^{-1} \mod{N}$ by (4.1), so the definition of $U$ in Theorem 2.4 is equivalent to $U = (A \mod{N})$. Conclusion: $f(A) \equiv f(U(M\tau))$. 

Proof of Theorem 2.3. Theorem 2.3 is a special case of Theorem 2.4 as follows. Pick $c_i = \mu^{-1}b_i$. Then $M\tau = \tau$ since multiplication by $\Phi(\mu)$ is a C-linear isomorphism that transforms one symplectic basis into the other. At the same time, the matrix $M$ is the transpose of the matrix of multiplication by $\mu^{-1}$, hence $U$ is the transpose of the matrix of multiplication by $\mu$. 

### 4.4 Determining the ideal group

Next, we prove Theorem 2.2. A similar result exists in terms of fields of moduli of torsion points (Main Theorem 3 in §17 of [18]), but we give a proof directly in the language of our fields $\mathcal{F}_N$ using the reciprocity laws.

Proof of Theorem 2.2. Note that Theorem 2.3 already implies that $H_{\Phi,\mathcal{O}}(N)$ acts trivially on $\mathcal{H}(N)$, so that it remains to prove only the converse, and without loss of generality only for integral ideals $a$.

Let $a \in I(N\mathcal{F})$ be an ideal with $f(\tau)^a = f(\tau)$ for all $f \in \mathcal{F}_N$. Let $U$ and $M$ be as in Theorem 2.4 so that for all $f \in \mathcal{F}_N$, we get $f(\tau)^a = f(U(M\tau))$, and $U \in \text{GSp}_{2g}(\mathbb{Z}/N\mathbb{Z})$ and $M \in \text{GSp}_{2g}(\mathbb{Q})^+$ such that $(M \mod{N})$ is defined and invertible with inverse $U$. We claim that without loss of generality, we have $U = 1, M \equiv 1 \mod{N}$ and $M\tau = \tau$.

Proof of the claim: By taking $f = \zeta_N$, we find $\zeta_N^{f(U)} = \zeta_N$, hence $U \in \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z})$. Then lift $U$ to $\text{Sp}_{2g}(\mathbb{Z})$, and use the lift to change the chosen basis $c_1, \ldots, c_9$ of Theorem 2.3. We find that without loss of generality, we have $U = 1$, which implies $M \equiv 1 \mod{N}$. We now have $f(\gamma) = f(M\tau)$ for all $f \in \mathcal{F}_N$, and by (2.5.1), this implies $\tau \in \Gamma_N M\tau$, i.e., $\tau = \gamma M\tau$ for some $\gamma \in \Gamma_N$. We use $\gamma$ to change the basis $c_1, \ldots, c_9$ again, and conclude also $M\tau = \tau$. This proves the claim.

Let $X = M^{-1}$, so $X \equiv 1 \mod{N}$ and $X\tau = \tau$. Let $\epsilon = N_{\Phi,\mathcal{O}}(a)$. We have $\epsilon \in \mathcal{O}$ and $X$ sends a basis $c_1, \ldots, c_{2g}$ of $c^{-1}b$ to a basis $b_1, \ldots, b_{2g}$ of $b \subset c^{-1}b$, hence $X \in \text{Mat}_{2g}(\mathcal{O})$. The congruences on $M$ now tell us $X \in \Gamma_N$.

The fact $X\tau = \tau$ shows that there is an isogeny $h : C^g/\Phi(\epsilon^{-1}b) \to C^g/\Phi(b) = A$ preserving symplectic bases. The identity map on $C^g$ induces an isogeny the other way around, which scales the polarization by $N(\epsilon)$. Their composite is an $\mu \in \text{End}(A) = \mathcal{O}$, which therefore satisfies $\mu^{-1}b = c^{-1}b$ and $\mu\mathcal{O} = N(\epsilon) \in \mathbb{Q}$. This last identity shows that $\mu$ is coprime to $F$, so if we look at the coprime-to-$F$ part of $\mu^{-1}b = c^{-1}b$ and use that the coprime-to-$F$ part of $b$ is invertible, then we find $\mu\mathcal{O} = \epsilon$.

By definition of $\mu$, $h$, and $X$, the endomorphism $\mu$ acts as $M^\epsilon$ on the chosen symplectic bases (i.e., $\epsilon(\mu) = M$). Corollary 4.3 therefore shows $\mu \equiv 1 \mod{N\mathcal{O}}$. 
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4.5 Complex conjugation

Next, we prove the results in Section 2.8.

Proof of Lemma 2.6. Recall \( \mathcal{M}_0 = K_0^\vee(f(\tau) : f \in \mathcal{F}_1) \), and consider the extension \( \mathcal{H}(1) = \mathcal{M}_0 K^\vee / \mathcal{M}_0 \). Part 1 is to prove that this extension has degree 2 if and only if there exist \( a \in I(F) \) and \( \mu \in K^\times \) such that \( N_{g,\mathcal{O}}(a)\bar{b} = \mu b \) and \( \mu \bar{\gamma} \in \mathcal{O} \).

Any non-trivial automorphism \( \gamma_0 \) of this extension restricts to complex conjugation on \( K^\vee \), so \( \gamma : x \mapsto \bar{x}^\pi \) is an element of \( \text{Gal}(\mathcal{H}(1)/K^\vee) \). Note that \( \gamma \) and complex conjugation are equal on \( \mathcal{M}_0 \).

Next, suppose \( \tau \) corresponds to \((b, \xi)\), and let \( A \) be the corresponding principally polarized abelian variety. Then by [7, Prop. 3.5.5], the abelian variety \( A \) corresponds to \((\bar{b}, \xi)\). The automorphism \( \gamma \) then corresponds to the class of an ideal \( a \) of \( K^\vee \) such that \( N_{g,\mathcal{O}}(a)\bar{b} = \mu b \) and \( N(a) = \mu \bar{\gamma} \) for some \( \mu \in K^\times \). This proves one implication of part 1; the other follows by reading our argument backwards.

In case \( g = 1 \) and \( \mathcal{O} = \mathcal{O}_K \), we can simply take \( a = N_\mathcal{O}(b) / \mathcal{O}_K \) and \( \mu = 1 \). If \( g = 2 \) and \( \mathcal{O} = \mathcal{O}_K \), take \( a = N_\mathcal{O}(b) \) and \( \mu = N(b) \) (see the proof of [22, Corollary 1.9.3] for details). This shows part 2.

Finally, if \( b = \mathcal{O} \), then \( \bar{b} = \mathcal{O} = \mathcal{O} \), so \( a = 1 \) and \( \mu = 1 \) suffice. \( \square \)

Proof of Proposition 2.7. Assume that \( \mathcal{H}(1)/\mathcal{M}_0 \) is an extension of degree 2, so \( a, \mu \) and \( \gamma_0 \) as in the proof of Lemma 2.6 exist. By scaling \( a \) (and scaling \( \mu \) accordingly), we can assume \( a \) to be coprime to \( NF \).

Let \( f(\tau) \) be any class invariant with \( f \in \mathcal{F}_N \). Now \( f(\tau) \) is in \( \mathcal{M}_0 \) if and only if \( f(\tau)^{\gamma_0} = f(\tau) \), i.e., if and only if \( f(\tau)^{[\gamma]} = f(\tau) \).

The action of complex conjugation on \( f(\tau) \) is easy to describe. Note that \( f^{(-1 \mod N)} \) is \( f \) with its Fourier coefficients replaced by their complex conjugates. Since complex conjugation is continuous, we get

\[
\overline{f(\tau)} = f^{(-1 \mod N)}(-\tau).
\]

Let’s look at the action of \([a]\) via the reciprocity law Theorem 2.4. Let \( b_1, \ldots, b_{2g} \) be the symplectic basis of \( b \) corresponding to \( \tau \). Then

\[
\mu^{-1}b_1, \ldots, \mu^{-1}b_g, -\mu^{-1}b_{g+1}, \ldots, -\mu^{-1}b_{2g}
\]

is a symplectic basis of \( \mu^{-1}b = N_{g,\mathcal{O}}(a)^{-1}b \) w.r.t. \( \mu \bar{\gamma} = N(a)\xi \), and the period matrix corresponding to this symplectic basis is \( -\tau \).

In particular, the transformation \( M^\tau \) between these bases (as in Proposition 2.7) satisfies the conditions of Theorem 2.4, so we get \( M \in \text{GSp}_{2g}(\mathbb{Q})^+ \) and \( M \) is finite and invertible modulo \( M \). Let \( U \in \text{GSp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \) be its inverse, so we get \( f(\tau)^{[\gamma]} = f(U(M\tau)) = f(U(-\tau)) \).

Combining this with [1.12], we find \( f(U(M\tau)) = f(U'(\tau)) \) with \( U' = U\tau(-1) \). We conclude that indeed \( f(U'(\tau)) = f(\tau) \) if and only if \( f(\tau) \in \mathcal{M}_0 \).

Finally, if \( f(\tau) \) is in \( \mathcal{M}_0 \) and generates \( \mathcal{H}(1) \) over \( K' \), then we get

\[
[K_0^\vee(f(\tau)) : K_0^\vee] \leq [\mathcal{M}_0 : K_0^\vee] = [\mathcal{H}(1) : K'] = [K'(f(\tau)) : K'],
\]

so the minimal polynomial of \( f(\tau) \) over \( K' \) is also the minimal polynomial over \( K_0^\vee \). This finishes the proof of Proposition 2.7. \( \square \)
5 Theta constants

For \( c_1, c_2 \in \mathbb{Q} \), the \textit{theta constant} with characteristic \( c_1, c_2 \) is

\[
\theta[c_1, c_2](\tau) = \sum_{v \in \mathbb{Z}^g} \exp(\pi i (v + c_1) \tau (v + c_1)^t + 2\pi i (v + c_1)c_2^t).
\]

Its quotients come with an explicit action of \( \text{Sp}_{2g}(\mathbb{Z}) \).

\textbf{Lemma 5.1.} Given \( A \in \text{Sp}_{2g}(\mathbb{Z}) \), there is a holomorphic \( \rho = \rho_A : \mathcal{H}_g \to \mathbb{C}^* \) such that for all \( c_1, c_2 \in \mathbb{Q} \), we have

\[
\theta[c_1, c_2](A\tau) = \rho(\tau) \exp(2\pi i r) \theta[d_1, d_2](\tau),
\]

where

\[
A = \begin{pmatrix} a & b \\ c & d \end{pmatrix},
\]

\[
\begin{pmatrix} d_1 \\ d_2 \end{pmatrix} = A^t \begin{pmatrix} c_1 - \frac{1}{2} \text{diag}(cd^t) \\ c_2 - \frac{1}{2} \text{diag}(ab^t) \end{pmatrix}, \text{ and} \]

\[
r = \frac{1}{2}((dd_1 - cd_2)^t(-bd_1 + ad_2 + \text{diag}(ab^t)) - d_1^t d_2).
\]

\textbf{Proof.} This is Formula 8.6.1 and Lemma 8.4.1(b) of [1]. \( \square \)

For quotients of theta constants, this implies the following:

\textbf{Proposition 5.2.} Given \( D \in 2\mathbb{Z} \) and \( c_1, c_2, c'_1, c'_2 \in D^{-1}\mathbb{Z}^g \), we have

\[
\frac{\theta[c_1, c_2]}{\theta[c'_1, c'_2]}(\tau) \in F_{2D^2},
\]

where \( A \in \text{Sp}_{2g}(\mathbb{Z}/2D^2\mathbb{Z}) \) acts by

\[
\frac{\theta[c_1, c_2]}{\theta[c'_1, c'_2]}(A\tau) = \frac{\exp(2\pi i r) \theta[d_1, d_2]}{\exp(2\pi i r') \theta[d'_1, d'_2]}(\tau),
\]

with \( d_1, d_2 \) and \( r \), as in Lemma 5.1 and \( d'_1, d'_2, r' \) analogously.

\textbf{Proof.} The action of \( A \in \text{Sp}_{2g}(\mathbb{Z}) \) is implied by Lemma 5.1 as the factors \( \rho \) cancel. The theta constants themselves depend only on \( c_1, c_2 \) modulo \( 2\mathbb{Z}^g \), which proves that the action of \( A \) is trivial if \( A \equiv 1 \text{ mod } 2D^2 \). Multiplying the numerator and denominator by \( \theta[0,0]^7 \) and using \( \rho_A(\tau)^8 = (\det c\tau + d)^4 \) ([1 Exercise 8.11(9)]), we find that the function is a quotient of modular forms of equal weight with Fourier coefficients in \( \mathbb{Q}(\zeta_{2D^2}) \). \( \square \)

It is known that the field generated by all quotients \( f \) as in Proposition 5.2 equals the field \( F_\infty \) (see e.g. [18, 27.15]). In particular, every element of \( F_\infty \) is a rational functions in theta functions. We can evaluate the action of \( \text{Sp}_{2g}(\mathbb{Z}/N\mathbb{Z}) \) on such a rational function via Proposition 5.2 without the need of lifting to \( \text{Sp}_{2g}(\mathbb{Z}) \).

The action of \( \iota((\mathbb{Z}/N\mathbb{Z})^\times) \) on quotients of theta constants is even more explicit. Indeed, we have the following.
Lemma 5.3. Let $D$ be an even positive integer and $c_1, c_2 \in D^{-1}\mathbb{Z}^g$. Let $N = 2D^2$. The action of $t \in (\mathbb{Z}/N\mathbb{Z})^\times$ on $\mathcal{F}_N$ is given by $\theta[c_1, c_2]^t = \theta[c_1 t, c_2 t]$.

Proof. The Fourier coefficients correspond to the factors $\exp(2\pi i(v + c_1)c_2^t)$ in the definition of $\theta[c_1, c_2]$. These factors are $N$-th roots of unity, so the action is simply raising them to the power $t$, i.e., multiplying $c_2$ by $t$.

We actually restrict to theta constants with $c_i \in [0, 1)^g$, because we have
\[
\theta[c_1 + n_1, c_2 + n_2] = \exp(2\pi i n_1 c_1) \theta[c_1, c_2] \quad \text{for } n_1, n_2 \in \mathbb{Z}^g.
\] (5.1)

In particular, we only need to consider finitely many theta constants for any given $D$.

6 Class invariants

Given an order $\mathcal{O}$ in a CM-field $K$ and $\Phi$ a CM-type of $K$, a class invariant is a value $f(\tau)$ with $f \in \mathcal{F}_\infty$ that generates the class field $\mathcal{H}(1)$ over $K^\rho$.

For example, if $K$ is quadratic and $\mathcal{O} = \mathbb{Z} + \tau \mathbb{Z}$, then $j(\tau)$ is a class invariant, and its minimal polynomial over $K$ is called the Hilbert class polynomial $H_{\mathcal{O}} \in \mathbb{Z}[X]$. Weber [26] gave class invariants of imaginary quadratic orders with minimal polynomial that are much smaller than $H_{\mathcal{O}}$.

As mentioned in the introduction, we would like to have smaller class invariants than the values of $j$ (for $g = 1$) or of Igusa invariants (for $g = 2$). For any $f \in \mathcal{F}_N$, we can check the inclusion $K^\rho(f(\tau)) \subset \mathcal{H}(1)$, i.e., $f(\tau) \in \mathcal{H}(1)$, using Theorem 2.3. If $f$ is sufficiently general, then the inclusion of fields is a bijection, which can be verified using (2.1). Equation (2.1) also allows us to numerically approximate the minimal polynomial of $f(\tau)$ over $K^\rho$.

6.1 A detailed example

As an example, we will look for small $f$ that are quotients of products of theta constants with $c_1, c_2 \in \{0, \frac{1}{2}\}^2$, i.e., $g = 2$, $D = 2$, $N = 8$. The ones for which $4c_1 c_2^t$ is odd are identically zero, and we are left with 10 theta constants, called the even theta constants, which happen to have Fourier coefficients in $\mathbb{Z}$.

Following [4], we use the notation $\theta[(a, b), (c, d)] = \theta_{16a + 8b + 4c + 2d}$, so the even theta constants are $\theta_k$ for $k \in \{0, 1, 2, 3, 4, 6, 8, 9, 12, 15\}$.

Let $K = \mathbb{Q}(\alpha) = \mathbb{Q}[X]/(X^4 + 27X^2 + 52)$ be a quartic CM-field with real quadratic subfield $K_0 = \mathbb{Q}(\sqrt{52})$. This is the field $K$ from [25] Example III.3.2.

Take the CM-type $\Phi$ of $K$ consisting of the two embeddings $K \to \mathbb{C}$ that map $\alpha$ to the positive imaginary axis. Let $w$ be the (positive) square root of 13. The real quadratic subfield of the reflex field $K^\rho$ is $\mathbb{Q}(w)$.

We start by finding one pair $(b, \xi)$ and the corresponding $\tau$ as in [25]. In our case, this is $b = \mathcal{O}$, $\xi = 2(-5882941509\alpha^3 - 146560028765\alpha)^{-1}$, and $\tau$ corresponding to the symplectic basis
\[
\frac{1}{4}(-120750\alpha^3 + 5774\alpha^2 - 300821\alpha + 143846, \\
27037\alpha^3 - 9188\alpha^2 + 673565\alpha - 228898, \\
120750\alpha^3 - 24150\alpha^2 + 300821\alpha - 601642, \\
29924\alpha^2 + 745488)
\]
of \( b \).

Next, we compute the image of the map

\[
g : \frac{I(N) \cap H_{\Phi, \mathcal{O}(1)}}{H_{\Phi, \mathcal{O}(N)}} \longrightarrow \text{GSp}_{2g}(\mathbb{Z}/N\mathbb{Z})/S
\]

from Section 2.7. When listing the elements of \( H_{\Phi, \mathcal{O}(1)} \), the following lemma seriously limits the elements of the class group to be checked.

**Lemma 6.1.** In the case \( g = 2 \), the square of every element \( a \) of \( H_{\Phi, \mathcal{O}(1)} \) is an ideal from \( K_0' \) times a principal ideal.

**Proof.** One can check that if \( r \) is the non-trivial automorphism of \( K_0' \), then \( a^2 = r(N_{K'/K_0}(a))^{-1}N_{\Phi}(\mu)\mathcal{O}_{K'} \). See also [22] Proof of Lemma I.8.4.

In the specific example we are treating right now, the class group of \( K' \) has odd order and the class number of \( K' \) is \( 1 \), so that actually \( H_{\Phi, \mathcal{O}(1)} \) is the group of principal ideals. So we restrict to principal ideals \( (a) \) and note that if \( 8 \) divides both \( N_{K'/K_0}(a) \) and \( \epsilon(N_{\Phi, (a)}) \), then we only need \( \alpha \) modulo \( 8 \). So we compute a set of 6 generators of the group \( (\mathcal{O}_{K'}/(8))_\times \cong C_{12}^2 \times C_2^2 \) and compute \( N_{\Phi} \) and \( \epsilon \) with respect to the chosen symplectic basis of \( b \).

The generators map to 6 matrices in \( \text{GSp}_{2g}(\mathbb{Z}/8\mathbb{Z}) \), and the 8th powers of the theta constants fall into 4 orbits for these matrices: \( \{\theta_0^a, \theta_0^b, \theta_1^a\}, \{\theta_1^a, \theta_0^b, \theta_2^a\}, \{\theta_2^a, \theta_0^b, \theta_3^a\} \), and the fixed point \( \{\theta_8^a\} \). The first two orbits are identified under the action of \( U' \) from Proposition 2.7 so we choose

\[
f = \zeta_8^k \left( \frac{\theta_1^a}{\theta_0^b \theta_2^a} \right)^l,
\]

and note that if \( 8 \) divides both \( k \) and \( l \), then we have \( f(\tau) \in \mathcal{H}(1) \). We minimize \( l \) and find that in fact \( k = l = 2 \) already gives a function that is invariant under \( U' \) and the image of \( g \), i.e., such that \( f \in \mathcal{H}(1) \).

Finally, for each of the 7 ideal classes of \( K' \), we compute \( U \) and \( M \) as in Theorem 2.4. We make sure that the basis \( C = BM \) is such that \( M\tau \) is reduced for the action of \( \text{GSp}_{2g}(\mathbb{Z}) \) (see e.g., [22, II.5]), so that the theta constants can be numerically evaluated most efficiently.

Then we compute \( f^U \) and evaluate it numerically in \( M\tau \) to get a root of the minimal polynomial of \( f(\tau) \) over \( K' \). This gives us a numerical approximation of the minimal polynomial

\[
H_f = \prod(X - f^U(M\tau)) \in K_0'[X],
\]

and we recognize its coefficients as elements of \( K_0' \subset \mathbb{C} \) with the LLL-algorithm as in [8, Section 7].

We find that numerically with high precision, we have

\[
3^710^3 H_f = 66928761X^7 + (219114898848w + 76603728240)X^6
+ ((-203318556472784w + 73099844294784))X^5
+ ((-2807221228773558080w + 1012158088965439488))X^4
+ ((-2349120383562514432w + 8469874588158623744))X^3
+ ((-7595120312174877708166w + 28336461342113114256))X^2
+ ((259017344146323512w - 904696010264018944))X
- 3644715958275200w + 1312782658043904,
\]
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which is significantly smaller than the smallest minimal polynomial obtained when using Igusa class polynomials, even with the small Igusa invariants from \[23]\:

\[
101^2 H_1 = 10201X^7 + (155205162116338647755w + 559600170220938887110)X^6 + (1524076879640195175920750535594152550w + 54951373276809495625897636118192859400)X^5 + \frac{1}{2}(2201909580030523730272623848434538048317834513875w + 7939097894735431844153019089320973153011210882125)X^4 + (104717526292739318284916458748089136759471049395570625w + 37756441048822083286572934642975206938020097845736875)X^3 + \frac{1}{2}(907392914800194855136752991106041311116404713247380607234375w + 3271651613059111926889314327375309476346120037916993284375)X^2 + (1504146049656519860045880229712441133906502590506998745462500w + 54134345550367190785605984445586939893083538151405365978411062500)X + \frac{1}{2}(320854170291151322128777010521751890513120770505490537777676328984375w + 1156856162931200670387093211443242850125709667683265459917987279296875)\]

6.2 More examples

We searched for class invariants with \[D = g = 2\] for a few more fields. For each field we tried, the results were similar to Section 6.1.

Recently, Andreas Enge and Emmanuel Thomé computed the Igusa class polynomials of the maximal order \[O_K\] of the field \[K = \mathbb{Q}[X]/(X^4 + 310X^2 + 17644)\] of class number 3948.

It turns out that the functions

\[
t = \frac{\theta_0\theta_8}{\theta_4\theta_{12}} \in F_8, \quad u = \left(\frac{\theta_2\theta_8}{\theta_6\theta_{12}}\right)^2 \in F_2, \quad v = \left(\frac{\theta_0\theta_2}{\theta_4\theta_6}\right)^2 \in F_2
\]

are class invariants for a certain \(\tau\) with CM by \(O_K\). We have yet to find out how much these class invariants would speed up their computation.

7 Applications

7.1 Class fields

By definition of a class invariant, the minimal polynomial of any class invariant gives an equation defining \(H(1)\), and it is easy to compute numerically. However, with the \(j\)-invariant or Igusa invariants, this polynomial has coefficients that are too large to be practical. Smaller class invariants would reduce this size.

7.2 Curves of genus two with prescribed Frobenius

In this section, we sketch the CM method for constructing curves of genus two, and finish by showing how class invariants give a practical improvement.
7.2.1 The CM method

Suppose we want to construct a \( g \)-dimensional abelian variety over a finite field with a prescribed characteristic polynomial \( f \) of the Frobenius endomorphism. For simplicity, assume \( f \) is irreducible. The field \( K = \mathbb{Q}[X]/(f) \) is a CM-field of degree \( 2g \) and the constant coefficient \( f(0) = p^m \) is a prime power.

Now take any abelian variety \( A/k \) with \( k \supseteq K \) such that \( A \) has CM by \( \mathcal{O}_K \). Let \( \Phi \) be the CM-type of \( A \) and \( \mathfrak{P}/p \) a prime of \( k \). Suppose \( A \) has good reduction at \( \mathfrak{P} \) and let \( \widetilde{A} \) be the reduction. Let \( \text{Frob} \in \text{End}(\widetilde{A}) \) be the Frobenius endomorphism of \( \widetilde{A} \). It is known that reduction modulo \( p \) gives an embedding \( \mathcal{O}_K = \text{End}(A) \subseteq \text{End}(\widetilde{A}) \).

Theorem 7.1 (Shimura-Taniyama formula [19, Thm.1 in §13]). The endomorphism \( \text{Frob} \) is an element of the ring \( \mathcal{O}_K \subseteq \text{End}(\widetilde{A}) \) and generates the ideal \( N_\Phi^r(N_{k/K}^r(\mathfrak{P})) \) of \( \mathcal{O}_K \).

This, together with the fact \( \#(\mathcal{O}_K/\mathfrak{P})^g \) determines \( \text{Frob} \) up to roots of unity.

By choosing \( \mathfrak{P} \) appropriately, we can thus construct an abelian variety corresponding to \( f \) if it exists [24]. By choosing \( f \) appropriately, this yields elliptic curves or curves of genus two that are suitable for cryptography [3]. In practice, one does this only for \( g \leq 2 \) and one does not write down defining equations for \( A \), but only computes some elements of \( F_1 \) evaluated at \( A \). In case \( g = 1 \), it suffices to take the \( j \)-invariant, while in the case \( g = 2 \), one takes a triple of absolute Igusa invariants, i.e., generators of \( F_1 \).

In the case \( g = 1 \), the elliptic curve \( \widetilde{A} \) can be reconstructed from \( j(A) \mod \mathfrak{P} \) by a simple formula found in any textbook on elliptic curves. In the case \( g \geq 2 \), for generic values of the Igusa invariants modulo \( \mathfrak{P} \), one can reconstruct \( \widetilde{A} \) as the Jacobian of a hyperelliptic curve using Mestre’s algorithm [9]. For \( g \geq 3 \), no sufficiently general analogue of Mestre’s algorithm exists.

In the CM method for \( g = 1 \), the \( j \)-invariant is usually represented by its minimal polynomial, the Hilbert class polynomial. Reduction modulo a prime \( \mathfrak{P}/p \) is done by taking the reduction modulo \( p \) of the class polynomial and taking a root of that in \( \mathbb{F}_p \).

In the case \( g = 2 \), one can take a minimal polynomial \( H_{i_1} \) of the first Igusa invariant, \( i_1(A) \), over \( K' \), and let \( i_2 \) and \( i_3 \) be represented by polynomials

\[
\tilde{H}_{i_1,i_n} = \sum_{\gamma} i_n(A)^\gamma \prod_{\sigma}(X - i_n(A)^\sigma) \in K'_0[X],
\]

where sum and product range over \( \text{Gal}(H(1)/K') \). Reducing \( H_1 \) modulo \( p_0 = \mathfrak{P} \cap K'_0 \) and taking any root is equivalent to reducing \( i_n(A) \) modulo a prime over \( p_0 \). Changing \( \mathfrak{P} \) without changing \( p_0 \) will change the ideal in Theorem 7.1 at most by complex conjugation, which will not affect the characteristic polynomial of Frobenius. We can then find \( i_2(\widetilde{A}) \) and \( i_3(\widetilde{A}) \) by computing

\[
i_n(\widetilde{A}) = \frac{\tilde{H}_{i_1,i_n}(i_1(\widetilde{A}))}{H_{i_1}(i_1(A))}
\]

if \( p \) is sufficiently large.
7.3 Class invariants for genus one

In the case $g = 1$, the use of class invariants in the CM method is standard. Let $H_f$ be the minimal polynomial of a class invariant $f(\tau)$, and let $\Phi_{f,j}(X,Y) \in \mathbb{Q}(X)[Y]$ be such that $\Phi_{f,j}(j,Y) \in \mathbb{Q}(j)[Y]$ is the minimal polynomial of $f \in \mathcal{F}_N$ over $\mathcal{F}_1 = \mathbb{Q}(j)$. Then $\Phi_{f,j}(j(\tau),f(\tau)) = 0$, so we can find $j(\tau)$ by solving for $X$ in $\Phi_{f,j}(X,f(\tau)) = 0$.

For the CM-method, we now only compute $H_f$ and $\Phi_{f,j}$. Here $\Phi_{f,j}$ can be precomputed once for every function $f \in \mathcal{F}_N$ that we would like to use for class invariants, and $H_f$ is much smaller, hence needs less precision, than the Hilbert class polynomial $H_j$. We compute $f(\tau)$ modulo a prime over $\mathfrak{p}$ by taking a root of $H_f$ modulo $p$ (and call it $\tilde{f}$). Then we compute $j(\tilde{A})$ by solving for $X$ in $\Phi_{f,j}(X,\tilde{f}) = 0$. There may be multiple solutions to try here.

7.4 Class invariants for genus two

For genus two, modular polynomials are much harder to compute, and the analogue of solving $\Phi_{f,j}(X,\tilde{f}) = 0$ means finding a Groebner basis, which is hard as well.

Instead, we work with polynomials

$$\hat{H}_{f,i,n} = \sum_{\gamma} i_n(A)^\gamma \prod_{\sigma} (X - f(A)^\sigma) \in K^r[X].$$

In fact, if the conditions of Proposition 2.7 are satisfied, then these polynomials are in $K_{i,n}^r[X]$. We find $\tilde{f}$ as in the elliptic case, and compute $i_n(\tilde{A})$ for $n = 1, 2, 3$ from it by the formula

$$i_n(\tilde{A}) = \frac{\hat{H}_{f,i,n}(f(\tilde{A}))}{H_f(\tilde{f})}.$$

The downside of this is that we get four polynomials instead of the three polynomials that we had when not using class invariants. Still, all of these polynomials can be a lot smaller than the original polynomials, as the size of all four of them is dominated by the height of $f$, which is hopefully much smaller than the height of $i_1$.

For the example from Section 6.1, the four polynomials $H_f, \hat{H}_{f,i,n}$ together take up 15% less space than the three polynomials $H_{i_1}, \hat{H}_{i_1,i,n}$, and the largest coefficient (which determines the precision at which theta constants need to be evaluated, the dominant step) is 40% smaller. And this is just one easily found class invariant, for the first field that was tried.
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