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1 Introduction

In this paper we survey some aspects of the theory of non-commutative Banach
function spaces, that is, spaces of measurable operators associated with a semi-
finite von Neumann algebra. These spaces are also known as non-commutative
symmetric spaces. The theory of such spaces emerged as a common generaliza-
tion of the theory of classical (“commutative”) rearrangement invariant Banach
function spaces (in the sense of W.A.J. Luxemburg and A.C. Zaanen) and of the
theory of symmetrically normed ideals of bounded linear operators in Hilbert
space (in the sense of I.C. Gohberg and M.G. Krein). These two cases may be
considered as the two extremes of the theory: in the first case the underlying
von Neumann algebra is the commutative algebra L., on some measure space
(with integration as trace); in the second case the underlying von Neumann al-
gebra is B (H), the algebra of all bounded linear operators on a Hilbert space H
(with standard trace). Important special cases of these non-commutative spaces
are the non-commutative L,-spaces, which correspond in the commutative case
with the usual L,-spaces on a measure space, and in the setting of symmetrically
normed operator ideals they correspond to the Schatten p-classes &,,.

In the present paper we take the Banach function spaces as our point of de-
parture. As will become clear, there are many results in the general theory which
are direct analogues of the corresponding results in the classical theory. But,
we hasten to say that the proofs are quite different in most cases (partly due to
the lack of lattice structure in the non-commutative situation). However, there
are also many instances where the non-commutative situation essentially differs
from the commutative setting (this is in particular illustrated by some of the
results in Section 8, concerning the continuity of so-called operator functions).

Definitions and results are stated in detail, but most of the proofs are omitted
(with references to the relevant literature). Some proofs have been included, in
particular of results which have not yet appeared in print, as well as some
relatively short arguments.

In the Section 2 we review some of the basic features of the classical (that
is, commutative) Banach function spaces associated with a measure space. We
assume that the reader is familiar with the terminology of the theory of Riesz
spaces and Banach lattices (as may be found in e.g. [1], [40]). In particular
we discuss rearrangement invariant spaces and the so-called Kothe duality. In
Section 3 we review some basic facts concerning von Neumann algebras and
in Section 4 we discuss in some detail the T-measurable operators (associated
with a semi-finite von Neumann algebra M equipped with trace 7). Particular
attention will be given to the properties of the order structure of the (self-
adjoint part of the) space S (7) of all such 7-measurable operators. The measure



topology on the space S (7) is introduced and its properties are discussed in
Section 5. Again we will digress somewhat on the interplay between the order
structure and the topology.

An important role in the theory of non-commutative spaces is played by
the generalized singular value function (of a T-measurable operator). In the
commutative theory this corresponds to the so-called decreasing rearrangement
of a function and, in the setting of compact operators in Hilbert space, to the
sequence of singular values of an operator. The properties of the generalized
singular value function are discussed in Section 6.

Non-commutative Banach function spaces are defined in Section 7 and some
of their basic properties are reviewed and some aspects of the duality theory are
discussed (in particular, trace duality and the Kothe dual). We end the paper
with a brief introduction to the study of so-called operator functions in Section
8.

2 Banach Function Spaces

Let (X, 3, v) be a measure space. We always assume that (X, X, v) is Maharam,
that is, it has the finite subset property (i.e., for every A € ¥ with v (A4) > 0
there exists B € ¥ such that B C A and 0 < v (B) < o0) and is localizable (i.e.,
the measure algebra is a complete Boolean algebra; recall that the measure
algebra of (X, 3, v) is obtained from ¥ by identifying sets which are v-almost
equal). Note that any o-finite measure space is a Maharam measure space.
The complex Riesz space of all complex valued measurable »-measurable
functions on X (with identification of v-a.e. equal functions) is denoted by
Lo (v). Since we assume (X, ¥, v) to be Maharam, Lg (v) is Dedekind complete.

Definition 2.1 A Banach function space on (X,%,v) is an ideal E C Lo (v)
(that is, E is a linear subspace of Lo (v) with the additional property that f €
Ly (v), g € E and |f| < |g| imply f € E) equipped with a norm ||-|| 5 such that
(E, |I'llg) s a Banach lattice.

Evidently, any Banach function space is Dedekind complete. We may, and
shall, always assume that the carrier of E is equal to X (that is, for every A € &
with v (A) > 0 there exists B € 3 such that B C A, v(B) > 0 and x5 € E).
Examples of Banach function spaces are the Ly-spaces (1 < p < 00), Orlicz
spaces, Lorentz spaces, and Marcinkiewicz spaces. A concise introduction in
the theory of Banach function spaces can be found in Chapter 15 of the book
[39] (as in most of the literature on Banach function spaces, the underlying
measure space is assumed to be o-finite; for a treatment in the setting of more
general measure spaces, we refer the reader to [17]). In this paper we will be
interested mainly in a special class of Banach function spaces, the so-called
rearrangement invariant Banach function spaces.

2.1 Rearrangements

For f € Ly (v) its distribution function dy : [0,00) — [0, 00] is defined by

df(\) =v({ze X :|f(x)] >A}), A=0.



Note that dy is decreasing and right-continuous. We are interested only in those
functions f € Lg (v) for which there exists Ay > 0 such that df (Ag) < oo, which
implies that limy_,o dy (A) = 0. We define

S(I/) = {f € Ly (l/) :d X >0 s.t. df ()\0) < OO} . (1)

If f € Lo (v), then f € S (v) if and only if f is bounded except on a set of finite
measure. Evidently, S (v) is an ideal in Lg (v).
For f € S (v) the decreasing rearrangement u (f) : [0,00) — [0,00] of |f] is
defined by
p(f;t)=inf{A>0:d; A<t)}, t>0.

Observe the following simple properties of the function g (f).
Lemma 2.2 If f € S (v), then
(i). p(f;t) < oo forallt > 0;
(i1). w(f) is decreasing and right-continuous;
(ii1). p(f;0) < oo if and only if f € Lo (v) and in this case p(f;0) = || fll;

(iv). the functions f and p(f) have the same distribution function, that is,
dyp) = dy on [0,00) (where dy, sy is computed with respect to Lebesgue
measure on [0,00)).

For a detailed account of the properties of decreasing rearrangements of func-
tions we refer the reader to the books [3] and [24]. The decreasing rearrangement
of | f| is frequently denoted by f*. However, in the setting of the present paper
we prefer the notation u (f), in particular since the * will be used later on to
indicate the adjoints of Hilbert space operators.

Furthermore, we note that

st = [ utsin

for all f € S(v). If f € S(v) and if ¢ : [0,00) — [0,00) is continuous
and increasing, then (oo |f|) = ¢ o u(|f]), which implies in particular that
W(fI7) = u(F). 1< p < oo. Consequently,

[par= [Tutraran 1<p<o 2)
X 0
for all f € S(v).

2.2 Rearrangement invariant Banach Function Spaces

Let E be a Banach function space on the Maharam measure space (X, 3, v).

Definition 2.3 The Banach function space E C S (v) is called rearrangement
invariant if f € E, g € S(v) and p(g) = p(f) imply that g € E and ||g||p =

£l



Rearrangement invariant spaces are discussed in e.g. [3], [24] or [27] (how-
ever, the results in [3] should be handled with some care, as the class of Banach
function spaces considered is more restrictive: the so-called Fatou property is
included in their definition of a Banach function space!). For rearrangement
invariant function spaces on non-o-finite measure spaces, see [17].

It follows from (2) and Lemma 2.2, (iii) that L,-spaces are rearrangement
invariant Banach function spaces. Other examples are Orlicz spaces, Lorentz
spaces and Marcinkiewicz spaces.

The following two examples are of particular interest. The space

(L1 N L) (v) = L1 (v) N Lo (V)
equipped with the norm given by

12y, = max (1 1l

is a rearrangement Banach function space. An alternative expression for the
norm is given by

+>0 min

1 t
=Ssup ———~ ;s)ds.
s = 500 s [ (i) ds
The other example is the space
(L1 + Loo) (v) = L1 () 4 Lo (v)

where the norm is defined by

£, o, =inf{llglly + 17l : f=g+h g€ Li(v),h €L (v)}

This norm is also given by

1
T / w(fis)ds, e (Dt Loo) ().

If E is an rearrangement invariant Banach function space on (0, co) (with respect
to Lebesgue measure), then

(L1 N Loo) (0,00) € E C (L1 + Lo) (0, 00), (3)

with continuous embeddings (see e.g. [24], Theorem I1.4.1). Actually, these
inclusions hold whenever the measure space (X, X, v/) is non-atomic or, is atomic
with all atoms having equal measure.

2.3 Submajorization

Most of the classical rearrangement invariant Banach function spaces satisfy
a stronger condition than just being rearrangement invariant. To discuss this
stronger property we introduce the following notion. As before, (X,%,v) is a
Maharam measure space.



Definition 2.4 Given f,g € S (v) we say that f is submajorized by g (in the
sense of Hardy, Littlewood and Polya), denoted by

=<9,

/tu(f;S)dSS/tu(g;S)ds, t>0.
0 0

Definition 2.5 A Banach function space E C S (v) is called symmetric if it
satisfies the following three conditions:

(a). E is rearrangement invariant;
(b). LiN Lo (v) C E C (L1 + Loo) (v) with continuous embeddings;
(c). if f,ge€ E and f << g then ||f|lz < |9l -

As we have already observed before, any rearrangement invariant Banach
function space on the interval (0,00) automatically satisfies condition (b) of
the above definition. The following theorem exhibits a large class of symmetric
Banach function spaces. Recall that the norm ||-||; on a Banach function space
E is called a Fatou norm if 0 < f, 1 f € E implies that ||follz T | fll 5

Theorem 2.6 (Luxemburg) (/27/)If E is a rearrangement invariant Banach
function space on (0,00) with a Fatou norm, then E is a symmetric Banach
function space.

For simplicity, we have formulated the above result only for the measure
space (0,00). Actually, this result holds for any measure space which is either
non-atomic or is atomic with all atoms having equal measure. However, the
result of the theorem is not valid for any measure space, as is illustrated by the
following simple example.

Example 2.7 Let X = {1,2} and define the measure v by v ({1}) = 2 and
v({2}) = 1. For E we take CX = C2, equipped with the norm given by

I(frs )l = L]+ [ fal

The importance of the class of symmetric Banach function spaces is already
indicated by the following result: any symmetric Banach function space on
(0,00) has offspring on every Maharam measure space. For convenience, we
denote a Banach function space E on the interval (0, 00) explicitly by E (0, c0).
The following theorem has been obtained by W.A.J. Luxemburg ([27]) under
the assumption that the norm on F (0, c0) is Fatou.

Theorem 2.8 Let E (0,00) be a symmetric Banach function space on (0,00)
and let (X,X,v) be a Maharam measure space. If we define

EW)={feSw):u(f) e E(0,0)}

and
1) = 18 (Al gomy . €EW),

then (E (v), ||-HE(V)) is a symmetric Banach function space on (X, %, v).



Another important property which is stronger than symmetry is presented
in the next definition.

Definition 2.9 A Banach function space E C S (v) is called fully symmetric if
it follows from f € S(v), g € E and f << g that f € E and ||f|| 5 < |9/l -

It is easily verified that any fully symmetric Banach function space is sym-
metric in the sense of Definition 2.5, but not conversely. As was shown by
A.P. Calderén ([6]), the fully symmetric Banach function spaces are precisely
the exact (L1, Loo)-interpolation spaces (cf. also [3], Chapter 5). In connection
with Theorem 2.6, we mention that any rearrangement invariant Banach func-
tion space on (0, 00) with the Fatou property (that is, 0 < fo 1 f in Lg (0, 00),
fa € E and sup, || fallp < oo imply that f € E and |[fallg T ||f|lg) is fully
symmetric, as was shown by Luxemburg ([27]).

2.4 Ko6the duality

Next we discuss some aspects of the duality theory for Banach function spaces.
Given a Banach function space F on a Maharam measure space (X, X, v), the
Kithe dual space E* of E is defined by

EX:{QELQ(V):/ng|dV<OO VfEE}.

Evidently, E* is an ideal in Lg (v) and it can be shown that the carrier of E*
is equal to X. For g € E* we define the linear functional ¢, : B — C by

%mzémm feE.

The functional ¢/ is bounded, that is, ¢, € E* and the map g — ¢, is linear
and injective. Hence, we may identify F* with a subspace of E*. If we define

. =sup Jgdv
=]

for all g € E, then (E*,||-|| zx ) is a Banach function space on (X, X,v).

Denoting by E the band in E* consisting of all order continuous (or, nor-
mal) functionals on F, the following result shows the importance of the Kéthe
dual space (see e.g. [39], Chapter 15).

lgll g = [l

JeEmmEs@

Theorem 2.10 If E is a Banach function space, then

E;;:{@g:geEX}
In particular, the norm on E is order continuous if and only if

* . X
E* = {cpg tgelE } .
If E is a rearrangement invariant Banach function space and if the measure

space (X,X,v) is either non-atomic or is atomic with all atoms having equal
measure, then it can be shown that (E*, ||-|| g« ) is also a rearrangement invariant

(and, actually, fully symmetric) Banach function space (cf. [3], Section 2.4). For
general measure spaces the following result may be obtained.

Theorem 2.11 If E is a symmetric Banach function space, then E* is a fully
symmetric Banach function space.



3 Von Neumann Algebras

In this section we review some relevant notions related to von Neumann algebras.
For the details we refer the reader to any of the books [9], [21], [22] or [34]. Given
a complex Hilbert space (H, (-, -)), we denote by B (H) the algebra of all bounded
linear operators on ‘H equipped with the operator norm. The identity operator
on is denoted by 1. For any operator x € B (H) we denote by x* its adjoint.
Recall that an operator a € B (H) satisfying a* = a is called self-adjoint (or,
hermitian); the real subspace of B (H) consisting of all self-adjoint operators is
denoted by B (H),. An operator a € B (H),, is said to be positive if (a§,&) >0
for all £ € H. The collection of all positive operators on H is denoted by B (H)+,
which is a proper closed generating cone in B (H),.

Definition 3.1 A von Neumann algebra M on 'H is a subalgebra of B (H) such
that:

(i). M is x-closed (that is, x € M implies that z* € M) and 1 € M;
(ii). M is closed in B (H) for the weak operator topology.

For any non-empty subset A C B (H) we denote by A’ the commutant of
A, that is,
A" '={y€ B(H):zy=yx Vo € A}.
If A is #-closed, then A’ is a von Neumann algebra. We denote A” = (A’)’,
the double commutant of A. The following fundamental result provides an
alternative definition of von Neumann algebras.

Theorem 3.2 (Von Neumann’s Double Commutant Theorem) A
x-subalgebra M of B (H) is a von Neumann algebra if and only if M = M".

Evidently, M = B (H) is a von Neumann algebra. Suppose that (X,%,v)
is a Maharam measure space and consider the Hilbert space H = Ly (v). For
f € Lo (v) define the multiplication operator

My : Ly (v) — Lo (v), Mys(g)=fg, g€ Ls(v).

Then My € B(Ly(v)) and ||[My|| = || f||,- The mapping f —— My is an
algebraic isomorphism and isometry from L, (v) into B (L2 (v)). Moreover,
M} = My, where f is the complex conjugate of f.

Proposition 3.3 Defining
M={M;:feLs ()},
M is a commutative von Neumann algebra on the Hilbert space H = Lo (V).

Actually, every commutative von Neumann algebra is of this form (see e.g.
[9], Chapter I.7). Frequently, the von Neumann algebra M = {M; : f € Lo, (v)}
is identified with the algebra Lo, (V).

Given a von Neumann algebra M C B (H) we define M;, = M N B(H),,
which is a real linear subspace of M, and M+ = MNB (H)", which is a proper
closed and generating cone in Mj,. We consider M}, as an ordered vector space
with M™ as its positive cone.



Definition 3.4 A trace 7 on M is a map 7 : Mt — [0, 00] which is additive,
positive homogeneous and unitarily invariant, that is,

7 (uau™) = 7 (a)
for all a € M™ and all unitary u € M.
Definition 3.5 A trace 7 : MT — [0, 0] is called:
(i). faithful if T (a) > 0 whenever 0 < a € M;

(). semi-finite if for every a € M™ with T (a) > 0 there exists 0 < b < a such
that 0 < 7 (b) < 00;

(iii). normal if T (ag) 1 7 (a) whenever ag 1 a in M™.

A von Neumann algebra equipped with a semi-finite faithful normal trace is
called a semi-finite von Neumann algebra.

Example 3.6 (i). Let H be a Hilbert space and M = B (H). Given a mazi-
mal orthonormal system {e,} in H we define

7(a) = Z(aea,ea>, acBMH)".

[e%

The value of T (a) does not depend on the particular choice of the maximal
orthonormal system in ' H and 7 : B (H)" — [0,00] is a semi-finite faithful
normal trace on B (H). This is called the standard trace on B (H).

(ii). Let H = Lo (v), where (X, X, v) is a Maharam measure space. On Lo (V)
we consider the von Neumann algebra M = Lo, (v) (see Proposition 3.3).
If we define 7 : Lo (v)T — [0,00] by

T(f)=/dev, 0<feLluW),

then T is a semi-finite faithful normal trace on Lo (V).

An important object in the study of von Neumann algebras is the collec-
tion of all orthogonal projections in M, which is denoted by P (M). It is the
analogue in non-commutative integration theory of the underlying o-algebra in
classical integration theory. The partial ordering in My, induces a partial order
in P(M). If p,qg € P(M), then p < ¢ if and only if Ran(p) C Ran(g). For
any p,q € P (M) the infimum p A ¢ € P (M) and supremum pV g € P (M)
exists (and are given by the orthogonal projections onto Ran (p) N Ran (¢) and
Ran (p) + Ran (q), respectively). Actually, P (M) is a complete lattice, that is,
for each collection {p,} in P (M), the supremum \/_,p, and infimum A pa
exist (and are given by the projections onto span,, {Ran (p,)} and (1), Ran (pa),
respectively). Every p € P (M) has a complement, given by p* = 1 — p, which
satisfies p Apt = 0 and p V p* = 1. Two projections p,q € P (M) are called
equivalent (with respect to M), denoted by p ~ ¢, if there exist a partial isom-
etry v € M such that p = v*v and ¢ = vv* (that is, p and ¢ are the initial and
final projection of v, respectively). If 7 is a trace on M, then p ~ ¢ implies that




7(p) = 7(q). Furthermore, p is said to be majorized by ¢ (relative to M, de-
noted by p 3 g, if there exists r € P (M) such that r < g and p ~ r. Note that
p 3 q implies that 7 (p) < 7(q). A detailed account of this so-called comparison
of projections can be found e.g. in [9], Chapter III.1 or [22], Chapter 6). An
important fact is that p—p A g~ pV qg— q for all p,q € P (M), which implies
in particular that p < ¢ whenever p A ¢ = 0.

4 Measurable operators

As is clear from the definitions, the space of all measurable functions on a mea-
sure space provides the general framework for the theory of Banach function
spaces. Analogously, the space of all measurable operators is the setting for
theory of non-commutative Banach function spaces and non-commutative inte-
gration. These measurable operators are in general unbounded linear operators
(think of unbounded measurable functions acting via multiplication on the space
Ly (v)). Therefore we first recall some facts about unbounded linear operators
in Hilbert space (see e.g. [4] or [21], [22]).

A linear operator in a Hilbert space H is a linear map « : D (z) — H, where
the domain D (z) is a linear subspace of H. If D (z) is dense in H, then we say
that = is densely defined. The operator x is called closed whenever its graph
is a closed subspace of H x H. Any closed and densely defined linear operator
has a closed and densely defined adjoint z* : D (z*) — H, which is uniquely
determined by the relation (z&,n) = (§,2*n), £ € D (x), n € D (z*). Note that
¥ =z.

A closed densely defined linear operator a : D (a) — H is called self-adjoint
if a* = a (meaning that also the domains coincide). If in addition (a&, &) > 0 for
all £ € D (H), then a is said to be positive (which is also denoted by a > 0). For
every self-adjoint operator a there exists a unique spectral measure e : B(R) —
B (H) (that is, e® takes its values in the orthogonal projections and is o-additive
with respect to the strong operator topology) such that

a= /R Ade® (N) (4)

as a spectral integral. Here, B(R) is the Borel o-algebra of R. The spectral
measure e is actually supported on the spectrum o (a) of a. In particular, if
a > 0, then e is supported on [0, 00). Using the spectral measure of a we may
define the Borel functional calculus for a: for any Borel function f : o (a) — C
the operator f (a) is defined by

fla) = ( )f (A) de® (A) ()
which is normal operator on H (recall that the closed and densely defined op-
erator z is called normal whenever za* = x*z, with equality of domains). In
particular, if @ > 0, then the (positive) square root of a is given by al/? =
f[O.oo) A2 dea (A\). It can be shown that a'/? is the unique positive operator
satisfying (a1/2)2 = a.
If z: D(z) — H is a closed densely defined linear operator, then it can be
shown that the operator x*z is self-adjoint and actually, positive. The modulus



|z| of = is defined by
2] = (a"2)"/?,
that is,
|z| = VAde™ ® (N).
[0,00)
The operator x can be written as

x=vlz,
where v is a partial isometry. This is called the polar decomposition of x.

Now we are ready to introduce the notion of measurable operator (the details
may be found in e.g. [36] or [35], Chapter IX). We assume that (M, 7) is a semi-
finite von Neumann algebra on the Hilbert space H, with a fixed faithful normal
semi-finite trace 7. A linear operator x : D (z) — H is called affiliated with M,
if ur = zu for all unitary v € M’. This is denoted by znM. Note that the
equality ur = xu involves in particular equality of the domains of the operators
uz and zu, that is, D (z) = u~! (D (x)). If z € B (H), then x is affiliated with
M if and only if z € M (as follows from Von Neumann’s Double Commutant
Theorem; see Theorem 3.2). A useful characterization of affiliated operators is
presented in the next proposition.

Proposition 4.1 If x : D(x) — H is a closed and densely defined linear oper-
ator with polar decomposition © = v |x|, then x is affiliated with M if and only
if:

(i). €l*l (B) € M for all B € B(R);

(ii). v e M.

If M = B(H), then it is clear that every closed and densely defined linear
operator z in H is affiliated with B (H). Hence, the affiliated operators do not
have any reasonable algebraic structure in general. To obtain this we further
restrict the class of operators to be considered.

Definition 4.2 A closed and densely defined linear operator x : D (x) — H is
called T-measurable if:

(a). xnM;
(b). there exists A >0 such that T (el*l (X, 00)) < o0.

Condition (b) in the above definition guarantees that the domain of the
operator z is “reasonably large” (with respect to the trace 7). In fact, if a
closed operator z : D (x) — H is affiliated with M, then z is T-measurable if
and only if its domain D (x) is 7-dense in H (that is, there exists a sequence
{pn},—, of orthogonal projections in M such that p, (H) C D (z) for all n,
pnT1land 7(1—p,) | 0asn— o).

The collection of all 7-measurable operators is denoted by S (7). If x,y €
S (1), then the algebraic sum = + y and product 2y need not be 7-measurable:
these may fail to be closed. However, it can be shown that the operators = + y
and zy are closable and that there closures, z+y and 2%y (called the strong sum
and strong product, respectively) are T-measurable. Moreover, if € S (1), then
x* € S (7). All this leads to the following result.
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Theorem 4.3 The set S (1) is a complex x-algebra with unit element 1, with
respect to the operations of strong sum and strong product and the *-operation
of taking adjoints. The von Neumann algebra M is a x-subalgebra of S (7).

From now on we denote the strong sum x4y and product z°y of two elements
x,y € S (1) simply by « + y and xy, respectively.

Example 4.4 (i). If M = B (H) with standard trace T (see Example 8.6 (1)),
then S (1) = B (H).

(ii). If H = Ly (v), M = Lo (v) and 7(f) = [y fdv, 0 < f € Ly (v) (see
Ezample 3.6 (i), then S (1) = S (v) (see (1)), where the functions in
S (v) are identified with (in general unbounded) multiplication operators
on Lo (v).

The real subspace of S () consisting of all self-adjoint elements is denoted by
Sh (7). Note that S (1) = Sy, (1) ®iS, (7). Indeed, any = € S () can be written
as x = Re (z)+4iIm (x), where Re (x) = 1/2 (z + z*) and Im (x) = 1/2i (z — z*).
The set of all positive elements in S, (7), denoted by S, (7)), is a proper cone
in Sj, (7). For a,b € S, (1) we define a < b whenever b —a € S, (1)". With
respect to this ordering, Sj, (7) is a partially ordered vector space. Evidently,
this partial ordering is an extension of the ordering in Mj,. For every a € Sy, (1)
the operators a* = [, ATde? (\) and a= = [, A”de? () belong to Sy, (7)* and
satisfy @ = a™ — a~. Consequently, the positive cone S}, (7')+ is generating in
Sh (7). In the next proposition we collect some simple properties of the partial
ordering in Sy, (1) (cf. [12]).

Proposition 4.5 (i). If a,b € Sy (1), then a < b if and only if D (bl/z) -
D (a1/2) and Ha1/2§||H < ||bl/2§||H forallE €D (b1/2).

(ii). If a,b € Sy, (7)F, then a < b if and only if there exists x € M such that
a'/? = zb'/? and ”xHB(H) <1

(i). If a <bin Sy (1) and v € S (1), then z*ax < x*bx.
(w). Ifa € Sy, (7)" is invertible in S (), then a=! > 0.

(v). If 0 < a < bin Sy (1) and a is invertible in S (7), then b is invertible in
S(r) and 0 < b ! <a l.

As (i) of the above proposition shows, on Sy, (7)" the partial ordering in
Sh (1) coincides with the usual quadratic form ordering of positive operators
(see e.g. [23], Section VI.2.5). Statement (ii) follows almost immediately from
(i) and (iii), (vi) are more or less evident. Let us indicate a proof of (v). Since
a~! > 0, it follows that a=1/2 € S, (r)" and so, 1 < a~'/2ba~1/2. By (i),
there exists z € M such that 1 = x (a’l/Qba’lﬂ)l/2 = (a’lﬂba’l/Q)l/2 z*.
This shows that (a_l/Qba_1/2)1/2, and hence, b is invertible in S (7) with
b1 > 0. Now, it follows *from 0 <a<bthat 0 < b 1/2ab~12 < 1. Since
b=12ab=1/2 = (a/2b=1/2)" (a'/?b~1/2), this implies that Hal/Qb_1/2HB(H) <1
and so, H (al/Qb_l/Q)* 500 < 1, which implies that 0 < a'/2b=1a!/2 < 1. Using

(iii) once again (with z = a~'/?), we may conclude that 0 < b~ < a~ 1.
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Using (i) of Proposition 4.5, one may prove that S}, (7) is Dedekind complete
in the following sense (see Proposition 1.1 in [12]).

Proposition 4.6 If {ag} is an increasing net in Sy (7) and there exists b €
Sp (T) such that ag < b for all 3, then supgag ewists in Sy, (7).

Another, related property of the ordering in Sy () is exhibited in the fol-
lowing proposition (see Proposition 1.3 in [12]).

Proposition 4.7 If {ag} is an increasing net in Sy () such that ag T a €
Sh (1), then x*agz 1 x*ax for all x € S (7).

Next we discuss the Borel functional calculus (given by (5)) for operators a €
Sp (7). For this purpose, we denote by By, (o (a)) the x-algebra (with respect to
complex conjugation) of all complex valued Borel functions on ¢ (a) which are
bounded on all compact subsets of o (a). The proof of the first statement of the
next proposition may be found in [31], Proposition 3.5; the second statement
follows immediately from the properties of the functional calculus.

Proposition 4.8 If a € Sy (1), then f(a) € S(7) for all f € By (0 (a)).
Moreover, the map f — f (a) is a x-homomorphism from By (o (a)) into S (T)
(so, in particular, this map is positive).

5 The measure topology in S (1)

The x-algebra S (1) of all -measurable operators carries an important and useful
vector space topology, the so-called (7-) measure topology, which is HausdorfT,
metrizable and complete (but, not locally convex in general).

As before, (M, ) is a fixed semi-finite von Neumann algebra on a Hilbert
space ‘H. For convenience, we denote the set of all orthogonal projections in M
by P (M). Given 0 < ¢,6 € R we define V (g,0) to be the set of all x € S (1)
for which there exists p € P (M) such that [|zp|| 54 < eand 7(1—p) < 4. An
alternative description of this set is given by

V (e, 8) = {x eS(r):T (e"’l (5,00)) < 5}. (6)

It can be shown that V (e,0) is balanced and absorbing. Furthermore, for
sj,éj >0 (] = 1,2) we have V(51,51) + V(Eg,az) - V(51 + 9,01 + (52) and
V(e,0) € V (e1,01) NV (€2,d2), where ¢ = min (g1,€2) and § = min (J1, d2).
These properties imply that the collection {V (g,6)}_ 5. is a neighbourhood
base at 0 for a vector space topology 7y, on S (7). Since [ 5.0V (¢,0) = {0},
this topology is Hausdorff. Moreover, V' (g1,01) V (e2,02) C V (e1€2,01d2) for all
j,0; > 0and V (£,0)" = V (¢,6), and so, S (7) is also a topological x-algebra
with respect to 7,,. The countable subcollection {V (1/n,1/n)},~, is also a
base at 0 for 7,, and hence, 7,, is metrizable. Furthermore, it can be shown
that S (7) is complete with respect to 7,,. We collect these results (and some
more) in the next theorem (for a proof, see e.g. [36]).

Theorem 5.1 The collection {V (¢,0)}_ 5. is a neighbourhood base at 0 for a
metrizable complete Hausdorff vector space topology T, on S (7). With respect
to this topology, S (T) is a topological x-algebra. Moreover, M is dense in S (7)
and the inclusion of M (with its norm topology) into S (1) is continuous.
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The topology 7, is called the measure topology on S (7) and convergence

with respect to 7, is called convergence in measure (denoted by x, EL x). If
{z,},2 | is a sequence in S (1), then it is immediately clear from (6) that

Tn g = limr7 (e‘z"‘ (e, oo)) =0 Je > 0.
n—oo
Furthermore, it is of some interest to note that the neighbourhoods V (e, §)
are actually closed for the measure topology.

Example 5.2 (a). Let (X,X,v) be a Maharam measure space. Let M =
Lo (v), acting via multiplication on H = Lo (v), equipped with the trace
given by 7 (f) = [y fdv, f € Ly ()" (see Example 3.6 (ii)). As we
have mentioned in Example 4.4, the algebra S (1) may be identified with
the space S (v). Via this identification, the measure topology in S (T)
corresponds to the usual topology of convergence in measure in S (v), a
neighbourhood base at O of which is given by the sets

{feSWw :v@eX:|f(x)]>e)<d}, &d>0.

(b). Let H be any Hilbert space and M = B (H), equipped with standard trace
T (see Example 3.6 (ii)). As observed in Example 4.4 (i), S (1) = B (H)
in this case. If e is an orthogonal projection with 7 (1 —e) < 1, thene =1
and so,

V (e, 8) = {x € B(H) : llzll g < e}

foralle >0 and 0 < § < 1. Hence, the measure topology in S (1) = B (H)
coincides with the operator norm topology in B (H).

Next we discuss the relation between the partial ordering in Sy, (7) and the
measure topology. First observe that the map @ —— Re(z) is (uniformly)
continuous (as Re (z) = 1/2 (x 4+ 2*)) and so, Sp, (7) is a closed real subspace of
S (7). Another relevant observation in this respect is that the sets V (g,0) are
absolutely solid: if x € V (¢,d) and y € S () with |y| < |z|, then y € V (¢, d).
In the next proposition we collect some elementary properties (for the proof of
(i) see [12], Proposition 1.4; the other statements follow immediately).
Proposition 5.3 (i). The positive cone Sy, (7)" is closed in Sy, (T).

(ii). If {an},—, is a sequence in Sy, (7) and a,b € Sy, (1) are such that a,, I 4
and a, < b for all n, then a < b.

(iii). If {an},—, is an increasing sequence in Sy, () and a, In g e Sh (1), then
a = sup,, an n Sp (7).

w). If {37 and {y,}>°_, are two sequences in S (1) such that yy T () and
(iv) n=1 Yntn=1 q Y

|zn| < |yn| for all m, then x, In .

In some sense, (iii) of the above proposition states that for increasing se-
quences, measure convergence implies order convergence. What about the con-

verse: does a, 1 a in Sy (7) imply that a, It 47 In general not (not even in
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the commutative situation). However, a restricted version is true. To formulate
this result, we introduce the subspace Sy (7) of S (7) defined by

So (1) = {w eS(r):r (e'x‘ (A, oo)) < oo VA > 0}. (7)

In connection with definition (7), recall that for an operator x € S (1) we only
know that 7 (el (X, 00)) < oo for some A > 0 (see Definition 4.2). It can be
shown that Sy (7) is actually a two-sided closed ideal in S (7). Moreover, Sy (7)
is absolutely solid in S (7), that is, if y € Sy (7), x € S (7) and |z| < |y|, then
x € Sp (7). The self-adjoint and positive elements in Sy (1) are denoted by
So.n () and Sy (7)* respectively. This notation introduced, we can formulate
the following “Lebesgue property” of the measure topology.

Proposition 5.4 If {ag} is a decreasing net in S;" (1) such that ag | 0 and if
there exists a € Sy (T)+ such that ag < a for all 8, then ag T g,

In the sense of the above proposition, one might say that the measure topol-
ogy on Sy (1) is a “Lebesgue topology” (that is, order convergence implies
topological convergence). Next we would like to discuss in some detail some
“Fatou type” properties of the measure topology.

Theorem 5.5 Suppose that €,0 > 0, a € Sy, (1)* and that {as} is a net in
Sp (1)t such that 0 < ag 1 a in Sy (7). If ag € V (£,0) for all B, then a €
V (g,0).

We shall indicate the proof of this result, which is based on the following
two technical lemmas. For the notation used we refer to the end of Section 3.

Lemma 5.6 Ifac Sy, (7‘)+, 0<eeRandpe P (M) such that p < e* (g,00),
then p 3 ePP (g, 00).

Proof. For notational convenience, put b = pap and observe that b =
(al/Qp)* (al/Qp) and so, b'/2 = |a1/2p|. Hence, D (b*/2) = D (’al/QpD =
D (al/zp). We first show that p A €® [0,€] = 0. To this end, let ¢ = p A €? [0, €]
and suppose that ¢ # 0. Take & € ‘H such that ¢¢ = £ # 0. This implies that
E=¢e"00,e]¢ = e? [0,/2] € and so, £ € D (b'/2) = D (al/?p). Since & = p¢
and the algebraic product of a'/? and p is already closed, it follows that ¢ €
D (al/z). Furthermore, p < €% (g,00) and so, £ = e® (g,00) & = ea'’” (51/2, oo) £.
Using the properties of spectral measures, it is not difficult to show that this
implies that Hal/?gHH > el/2|¢|,,- Hence,

el < |03

= pe], = le*e],, = 2]
H H H H

1/2
= Hbl/er {0751/2} gHH < 51/2 ”5”7{7

which is a contradiction. Therefore, we may conclude that p A €”[0,¢] = 0 and
this implies that p < €® [0, E]J' =e’(g,00). m

Using this observation we can show that the neighbourhoods V (g,¢) are
“locally determined” in the following sense.
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Lemma 5.7 Let £, > 0 be given. If x € S (), then x € V (g,0) if and only if
plzlp € V (g,8) for all p € P (M) with 7 (p) < co.

Proof. If z € V (¢,d), then it is easy to see that p|z|p € V (g,0) for all
p € P(M) (with 7 (p) < 00). For the proof of the converse implication, suppose
that z ¢ V (e, 0), that is, 7 (el (£,00)) > 4. Since the trace is semi-finite, there
exists p € P (M) such that p < el®l(g,00) and § < 7(p) < co. By Lemma
5.6, p 3 ePl?IP (¢,00) and so, T (epmp (s,oo)) > 7(p) > 0, which shows that
plelp g V(e 6).m

Now we can provide the proof of Theorem 5.5.
Proof. (of Theorem 5.5) Suppose that p € P (M) with 7 (p) < co. It follows
from Proposition 4.7 that 0 < pagp T pap in Sy, (7). Since 7 (p) < oo, we have

pap € So ()", and so, it follows from Proposition 5.4 that pagp Iy pap. Since
pagp € V (g,0) for all § and V (g, ) is closed for the measure topology, we find
that pap € V (g,9). Via Lemma 5.7 we may conclude that a € V' (¢,d). m

Recall that a subset W of a topological vector space (V,T) is called bounded
if for every neighbourhood U of 0 there exists 0 < A € R such that W C A\U.
Specializing this notion to the measure topology, we get the following definition.

Definition 5.8 A subset W of S (1) is called bounded in measure if for all
g,0 > 0 there exists A > 0 such that W C AV (g,0).

Using that AV (g,0) = V (Xe,d) for all A\,e,d > 0 and the definition of the
neighbourhoods V (e,d) we immediately obtain the following characterization
of bounded sets in S (7).

Proposition 5.9 For a subset W of S (1) the following statements are equiva-
lent:

(i). W is bounded in measure;
(ii). for every § > 0 there exists R > 0 such that W C V (R, 9);

(iii). for every & > O there exists R > 0 such that 7 (el*l (R,00)) < § for all
zeW.

As an example, let us call a set W C S (7) order bounded if there exists
a € Sy (1) such that |z| < a for all z € W. We claim that W is bounded in
measure. Indeed, let €, > 0 be given. Since V (g,) is absorbing, there exists
A > 0 such that a € AV (,6) = V (), d). Since the set V (A, d) is absolutely
solid (that is, y € V (Ae,d), z € S(7) and |z| < |y| imply = € V (Ae,d)), it
is clear that W C AV (g,d). Hence, W is bounded in measure. As the next
theorem shows, for increasing nets in Sy, (7)+, the converse also holds.

Theorem 5.10 If {ag} is an increasing net in Sy, (1) which is bounded in
measure, then supg ag exists in Sy (7).

Proof. First we consider a special case. Suppose that {by}- , is an increas-
ing sequence of mutually commuting operators (that is, bib; = byby for all k
and 1) in S, (7)" which is bounded in measure. We claim that supy by, exists in
Sh (7). Indeed, let q; be the quadratic form corresponding to the operator by,
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2
that is, D (qz) = D (b,lc/z) and qp (€) = Hb}/?gHH for all € € D (qy). Defining
q:D(q) — [0,00) by

D(q) = {56 ﬂD(qk):sgqu(EKOO},
k=1
q() = s%qu(§)=kllngoqk(£), £€D(q),

it is easily verified that g is a closed quadratic form (in the sense of [23], Section
VI.2). The domain D(q) is 7-dense (see Section 4) in H. To prove this, we
have to show that, given § > 0, there exists p € P (M) such that p (H) C D(q)
and 7 (pl) < 4. Since {by},—, is bounded in measure, there exists R > 0 such
that 7 (ebk (R, oo)) < ¢ for all k. Using that bgpbri1 = brr1br and by < bgi1,
it is easily verified that e’ (R,00) < eb*+! (R, 00). Therefore, the projection
q= V1, e’ (R,00) satisfies 7 (¢) < 4. Defining p=1— g = A;_, e’ [0, R] we
have 7 (p*) < 4 and for ¢ € p (H) we find that

1/2

an () = o2 = [ov/2e . B = o2 [o. 2] | < RIeIZ

and so, supy, qx (§) < R||£H$1 < 00. Hence, p(H) C D(q), which shows that
D (q) is 7-dense (and so, norm dense in H). Therefore, there exists a unique
positive self-adjoint operator a in H such that D (a1/2) =D (q) and Hal/QﬁHi =
q(€). Now it is readily verified that a € Sy, (7)* and that by, 1 a in Sy, (7).

Now we turn to the general case, where {as} is an increasing net in S, (1)
which is bounded in measure. For k = 1,2, ... we define

Yk (aﬁ) = kaﬁ (ag + kl)_l .

The sequence {Y} (ag)} ., is called the Yosida approzimation of the operator
ag. Note that

Yi (ag) = k(l—kz(a@—l—kzl)_l)
= ag—a%(a/g—l—kl)*l.

It is not difficult to show that: (i) Y% (ag) € M and 0 < Y} (ag) < k1 for all
k; (i) 0 < Yy (ag) < Yig (ag) for all k; (iii) Y (ag) = ag as k — oo; (iv)
Yy (ag) 1 ag in Sy, (7); (v) for fixed k we have Y, (ag) T5 in M.

Since 0 < Y} (ag) 1< k1 in M, there exists by, € M such that Yy (ag) 13
by, and Yy (ag) —p by with respect to the strong operator topology (that is,
Yy (ag)§ — b€ for all € € H). It is clear that by < by4q for all k. We claim
that bgby = biby, for all k,1 > 1. Indeed, the nets {Yj (a)}, and {Y; (ag)}, are
uniformly bounded (by k and [, respectively) and converge strongly to by, and by,
respectively. This implies that Yy (ag)Y; (ag) —3 beb and Y; (ag) Y (ag) —3
biby, strongly. Since Yy (ag) Y (ag) =Y (ag) Yy (ag) for all 5, we may conclude
that byb; = bby. Next we show that {by};—, is bounded in measure. Let
d > 0 be given. Since {ag} is bounded in measure, there exists R > 0 such
that ag € V (R,6) for all 8. Using that 0 < Yj (ag) < ag, this implies that
Y (ag) € V(R,9) for all k > 1 and all 8. Since Yy (ag) Tp bi in Sy, (7), it
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follows from Theorem 5.5 that by € V (R,d) for all k > 1. Hence, {by},—, is
bounded in measure.

From the first part of the proof it now follows that there exists a € Sy, (1)
such that by T a in Sy, (7). It is easily verified that also ag 1 a in S}, (7), which
completes the proof of the theorem. m

We end this section mentioning some results concerning the continuity of
the functional calculus. It follows from Proposition 4.8 that, for any a € S, (1),
the map f — f (a) is a x-homomorphism from By, (R) into S (7) (here By, (R)
denotes the *-algebra of all complex valued Borel functions which are bounded
on compact subsets of R). The following result is relatively easy to prove.

Theorem 5.11 If f € By, (R) and {f,},—, is a sequence in By (R) such that

T

fn — [ uniformly on compact subsets of R, then f,(a) =3 f(a) for all a €
Sh (1).

The next theorem is less trivial. It is actually a special case of a more general
result due to O.Ye. Tikhonov ([37]).

Theorem 5.12 If f € C' (R) and a, % 4 in S, (1), then f(an) Iy f(a).

Note that this theorem implies in particular that the absolute value map
x +— |z| is continuous on S (7) with respect to the measure topology. Indeed,

m

if It zin S (1), then afx, I 2*2 and now apply the above theorem with

FO) =Vl

6 Generalized singular value functions

In the setting of 7-measurable operators, the generalized singular value functions
are the analogue (and actually, generalization) of the decreasing rearrangements
of functions in the classical setting. As before, we assume that (M, 7) is a semi-
finite von Neumann algebra on a Hilbert space H. For « € S (7) the distribution
function dy : [0,00) — [0, 00] is defined by

dy(\) =7 (elw‘ O\, oo)) . A>0.

Note that it follows from the definition of 7-measurability that for each z € S (1)
there exists Ao > 0 such that dg (A\) < oo for all A > X¢. Furthermore, the
function d, is decreasing and right-continuous and limy_,, d,; (A) = 0.

For x € S (7) the generalized singular value function p(x) : [0,00) — [0, o]
is defined by

w(z;t) =inf{A>0:d,(\) <t}, t>0.

Since limy_ 00 dz (A) = 0, it is clear that u (z;t) < oo for all ¢ > 0 (and note
that  (2;0) < oo if and only if 2 € M, in which case p (2;0) = [z[ g (5;))- The
function p(x) is decreasing and right-continuous. The notion of generalized

singular value function for operators x € M goes back to A. Grothendieck
([19]). A useful alternative description of the function p () is the following.

17



Theorem 6.1 (see [15])If x € S (1), then

p(@t) = inf {lopll gy 12 € P (M), p(H) S D (), 7 (1-p) <t}
for allt > 0.
Let us consider two simple examples.

Example 6.2 (i). Let H = Ly (v), where (X,%,v) is a Maharam measure
space, and M = Lo (v), equipped with the trace T given by 7 (f) = [y fdv
for 0 < f € Lo (v) (see Example 3.6 (ii)). For any f € S (1) = S(v)
the gemeralized singular value function coincides with the decreasing re-
arrangement as defined in Section 2.1.

(ii). Let H be any Hilbert space and M = B (H) equipped with the standard

trace 7. If v € B(H) is a compact operator, then |x| = (:E*x)l/2 is com-
pact and self-adjoint. The eigenvalues of |z| are called the singular values
of z, denoted by {p, (x)},—,. Here the numbers p, (z) are arranged in

decreasing order and repeated according to multiplicity, so

12l gy = o () = gy () 2 pg () = -+ 1 0.

It follows from the min-max formulas for the eigenvalues of self-adjoint
compact operators (see e.g. [32], Section 95) in combination with Theorem
6.1 that the generalized singular value function of x is given by u (z;t) =
Uy, () whenevern <t <mn+1andn =0,1,....This example explains why
in the general setting the function p(x) is called the generalized singular
value function.

There is a close connection between the measure topology and generalized
singular value functions. Recall that the neighbourhood base {V (,0)}, 55, at
zero for the measure topology is given by

V(e d) = {x eS(r):r (e‘zl (e,oo)) < 6},
that is,
Vie,0) ={z € S(7):dy(e) <4},
which implies that
w(z;t)=inf{e >0: 2 €V (e,t)} (8)
for all ¢ > 0. Conversely, for all £,§ > 0 we have
V(e,8) = {w € S(r): pu(w;0) < ). (9)

Indeed, if z € V (g, ), then it is clear from (8) that u (z;0) < e. Conversely, if
w(z;9) < e, then it follows from the definition of y (x; ¢) and the right-continuity
of d, that d, (¢) < ¢ and so, x € V (g,6). Note that this implies in particular
that x € V (i, t) forallz € S(7),t > 0and p/ > p(z;t) (and z € V (u (2;¢) ,t)
whenever p (z;t) > 0). These simple observations provide a way to transfer
properties of the measure topology to properties of the generalized singular value
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function, and visa versa. For example, in the remarks preceding Proposition
5.3 it has been observed that the sets V (g,d) are absolutely solid, that is,
x € V(ed),y € S(r) and |y| < |z|, imply that y € V (g,0). Using (8), we
see that, if z,y € S(7) and |y| < |z|, then p(y) < p(x). As another example,
the property V (g,0)" = V (¢,§) immediately implies that u(z*) = u(z) for
all z € S (7). It is not difficult to show that yV (g,9) z C V (|ly|| ||z]| €,0) for
all y,z € M. Consequently, u(yzz) < ||yl |lzllp(z) for all z € S(r) and
Y,z € M. We present some other examples. In the next proposition we denote
limgy, po (z58) = p(x;t — 0) for ¢t > 0.

Proposition 6.3 (cf. [15], Lemma 3.4) If x € S () and {x,} -, is a sequence

in S (1) such that x, Iy x, then

w (5 t) < liminf g (2,;t) < limsup p (,;t) < p(x;t —0)

n—00 n— oo

for all t > 0. In particular, p(x;t) = lim, o it (zn;t) for any t > 0 where
w(x;t) is continuous (and hence, p(x,) — p(x) a.e. on[0,00)).

Proof. Since z,, I x, there exist ¢, > 0 and §,, > 0 such that e, | 0,5, | 0
and z — z, € V (g,,0,) for all n. From the above observations it follows that

x = xpt(@x—x,) €V (u(zn,t)+en,t)+V(en,on)
C V(p(xn,t)+2en,t+dy)

and so, p(z;t+9d,) < p(xn,t) + 26,. Since p(x) is right-continuous, this
implies that p(x;t) < liminf, o p(2,;t). Take 0 < s < ¢ and let N € N be
such that s + 6, <t for all n > N. We find that

T+ (tn —x) €V (u(x;s) +en,8)+V(en,dn)
V(u(z;s)+2en,s+0,) CV (u(x;s) + 2en,t)

Tn

N

and hence, p (z,;t) < p(x;s) + 2e, for all n > N. This implies that

limsup g (x,;t) < p (3 5) .

n—oo
Letting s 1 t, we get limsup,, o pt (Tn;t) < p(x;t—0). m
Corollary 6.4 (see e.g. [12], Lemma 3.5) If {ag} is a net in Sy, (7)* such that

ag | 0 in Sy, (1) and there exists a € S ()" such that 0 < ag < a for all B,
then w(ag;t) | 0 for all t > 0.

Proof. From Proposition 5.4 we know that ag % 0. Since the measure
topology is metrizable, there exists a decreasing subsequence {agn}zo:l such
that ag_ I 0. 1t follows from Proposition 6.3 that u (agn;t) 1 0 as n — oo for
all t > 0, which implies that p (ag;t) | O forallt > 0. m

In connection with the above result we mention that the elements in Sy (7)
may be characterized in terms of the generalized singular value function by

So(t)={ze€S(r): p(z;t) -0 as t — oo}, (10)

as follows easily from the definition (see (7)).
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Proposition 6.5 (see e.g. [12], Proposition 1.7) If 0 < ag T a in Sy, (), then
plag;t) T u(a;t) for all t > 0.

Proof. First we consider the case that ¢ > 0. Since u(ag;t) < p(a;t) for
all 3, it is clear that a = supg pu (ag;t) < pu(a;t). Suppose that o < p (a;t) and
take a1 € R such that o < a1 < p(ast). By (9), p(ag;t) < ai implies that
ag € V (aq,t) for all 3. Hence, it follows from Theorem 5.5 that a € V (a1, ).
Using (9) once again, we find that p (a;t) < oy, which is a contradiction.

Using that 1 (a;0) = sup,~q u (a;t) and p(ag;0) = sup,~o @ (ag;t), the case
t = 0 is now an immediate consequence of the above. m

Using the generalized singular value function we may also introduce the
notion of submajorization (cf. Definition 2.4) for elements of S (7). If z,y €
S (1), then we say that x is submajorized by y, denoted by = << y, whenever
w () << w(y), that is,

t t
/u(fc;S)dSS/u(y;S)ds, t>0.
0 0

There are many useful submajorization inequalities involving the generalized
singular value functions of element of S (7), analogous to the classical inequal-
ities for functions. We will not even try to list them all here but, we mention
two of them for later reference.

Theorem 6.6 If z,y € S (1), then:

(i) p(x+y) < p() +py);
(i1). p(x) —p(y) =< p(x—y).

Inequality (i) for the case of functions is classical and may probably be
traced back to Hardy. Littlewood and Polya. For singular values of compact
operators in Hilbert space, (i) was obtained by K. Fan ([16]). The general form
for 7-measurable operators is due to Th. Fack and H. Kosaki ([15], Theorem
4.4). For the case of functions, inequality (ii) goes back to G.G. Lorentz and T.
Shimogaki ([25]) and for singular values of compact operators in Hilbert space
this inequality was obtained by A.S. Markus ([28]). The general case of (ii) was
proved in [10].

7 Non-commutative Banach function spaces

As before, we assume that (M, 7) is a semi-finite von Neumann algebra on a
Hilbert space H. Let E = E(0,00) be a symmetric Banach function space
(see Definition 2.5) on (0,00) (with respect to Lebesgue measure). With these
ingredients we introduce

E(r) = {zeS(r):px) € E(0,0)},
1 (@) 50,00)» @ € E(T).

||xHE(T)

The following result has been obtained in [10], [11]. We shall indicate the main
steps of its proof.
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Theorem 7.1 With the above definitions we have:

(i). E (1) is a linear subspace of S(7) and ||| g, is a norm on E(7);
7). the embedding of ( E (7), |- imto (S(7),7,) is continuous;
E(r)

(iti). E (1) is complete with respect to ||| g -

Proof. (i). If z,y € E(7), then it follows from Theorem 6.6 (i), that
w(z+y) << p(x)+ p(y), which implies that x +y € E (1) and

e+ yllpm = @ +9leo < 10 @)+ 1 @)E0.m0)
< lp (x)HE(O,oo) + HN(YJ)HE(O,oo) = ||x||E(7‘) + H?J”E(r) :

Now it is clear that |||, is a norm on E (7).

(ii). It is sufficient to show that the closed unit ball By, of E (1) is bounded
in measure, that is, for every 0 > 0 there exists R > 0 such that u(z;0) < R
whenever x € Bg(;) (see Proposition 5.9 and (9)). Given 6 > 0 and = € Bg(r),
it follows from the inequality 0 < p (x;0) X[o,5) < p () (as p () is decreasing on

-1

[0,00)) that p(2;6) < HX[O,E]) E(0,00)

(ili). To show that E'(7) is complete with respect to ||-[| 5

—1
. Hence, we may take R = ‘X[o,&] HE(O )

1) Suppose that
{x,},~, is a Cauchy sequence in E (7). It follows from (ii) that {x,},_, is
Cauchy for the measure topology and so, there exists x € S () such that z, I o
(see Theorem 5.1). Moreover, it follows from Theorem 6.6 (ii), that

v (mm) — M (mn) =< pu (xm - xn)

and so, [|p (zm) — (mn)”E(o,oo) < lpwm — ‘rn)”E(o,oo) = ||lzm — 33n||E(T) for all
m and n. Hence, {4 (z,)} -, is a Cauchy sequence in E (0,00). Hence, there
exists f € E(0,00) such that [|p(zn) = fllp(g,00) — 0. Furthermore, it follows

from Proposition 6.3 that z, In implies that p(z,) — p(z) a.e. on (0,00)
and so, pu(z) = f € E(0,00), that is, x € E (7). Applying the same argument
to the Cauchy sequence { — z,,},-; (which converges to 0 in measure), we find
that [|p (z — zn) p(g,00) — 0, that is, [|# — @[ gy — 0. The proof is complete.

[

The space F (1) is called the non-commutative Banach function space cor-
responding to F (0,00) and associated with (M, 7). From the definition it is
clear that « € E (1) if and only if |z| € E (1), if and only if 2* € F (7) and that
Izl 5¢ry = @l 5(ry = [l* | p(r)- Furthermore we note that E (1) is symmetric,
that is, if v € S(7),y € E(7) andz < y, thenz € E (1) and |2 gy < Iyl 5(-)
(and so, in particular, E (7) is an absolutely solid subspace of S (7)).

The real linear subspace of all self-adjoint elements in F (7) is denoted by
Ej, (7). The collection of all positive elements in Ej, (1) is denoted by Ej, (1),
that is, B (1)" = E(7) N S, (7)1, which is a proper cone in Ej, (7). Hence,
By, (1) has the structure of a partially ordered vector space with Ej, (7)1 as
its positive cone. Since the embedding of (E (1), H-||E(T)) into (S (1), 7Znm) is

continuous and Sy, (1) is closed in Sy, (7) (see Proposition 5.3), it is clear that
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Ey (7)1 is closed in Ej, (7). Therefore, (Eh (1), H‘”E(T)) is an ordered Banach

space (for an exposition of the theory of ordered Banach spaces we refer the
reader to e.g. [2]; see also Chapter V in the book [33]). The positive cone
Ej, (7)" is generating (indeed, each a € Ej, (1) can be decomposed as a = a® —
a~, where o™ and a~ belong to Ej (7)1 with e gy e Nee) < llallge)-
Furthermore, the norm in Ej, (1) is monotone, that is, 0 < a < b in Ep, (1)
implies that [la| 5,y < [[b]lg(;)- This implies in particular that Ej (1)" is a
normal cone. Consequently, any ¢ in the (real) Banach space dual Ej, (7)* can
be decomposed as ¢ = ¢; — p,y, With ¢, ¢, > 0. In other words, the dual cone
of Ej, (1)" is generating in Ej, (7). Moreover, a standard argument shows that
any positive linear functional on Ej, (7) is automatically bounded.

Note that E () is the complexification of Ej, (1), that is, E (1) = Ej, (1) ®
iEy (7). Indeed, any z € E(7) can be written as * = Rex + ¢Imz, with
Rez, Imz € By (1) (and [Rez| gy, [Imz| 5y < [|z[/ (). This implies that
E}, ()" may be identified with a closed real subspace of E (7)". Indeed, let us
call a functional ¢ € E (1)* self-adjoint (or, hermitian) whenever ¢ (z*) = ¢ (z)
for all z € E (1) and denote by E (7); the closed real subspace of E (1)" consist-
ing of all self-adjoint functionals. It is easy to verify that the map ¢ — ¢ |g, (r)
defines an isometric isomorphism form FE (7); onto Ej (7)". Via this isomor-
phism we may identify E (1), with Ej, (7)". Furthermore, with this identifi-
cation, we have E (1) = Ej, (1)" @ iE), (1)". Indeed, any ¢ € E ()" can be
written as ¢ = ¢, + ip,, where ¢y, p, € Ej, (7)" are given by

(@) =5 (¢ @ +26), 01 @) = o (¢(0) - 2@, s e B(r)".

This implies in particular that every ¢ € E (7)" is a linear combination of four
positive linear functionals.

As specific examples we mention the non-commutative L,-spaces associated
with (M, 1), that is, the spaces L, (1) corresponding to L, (0,00), for 1 <
p < oo. The norm in L, (7) is usually denoted simply by [|-||,. In particular,
Loo (1) = Mand ||zl , = ||z g3 for allz € Lo (7) (see the remarks preceding
Theorem 6.1).

If we take M = B (H) with standard trace, then the spaces E (7) correspond
to the so-called symmetrically normed ideals of compact operators, the theory
of which is developed in detail in the book [18]. In particular, in this case
L, (1) =6, for 1 < p < oo, the p-Schatten ideals of compact operators.

It follows from (3) that any non-commutative Banach function space satisfies

(L1 N Loo) (1) € E(7) € (L1 + Loo) (7)

with continuous embeddings. It is clear that (L; N Loo) (7) = L1 (7) N Lo (7)
and it can be shown that (L; + L) (7) = L1 (7) + Lo (7). The restriction of
the trace 7 to (L1 N Loo);Lr (7) is a positive linear functional and can be extended
to a linear functional 7 on (L N L) (7), satisfying 7 (|z|) = ||z||; for all z €
(L1 N L) (7). Using that (L1 N Lso) (0, 00) is dense in Ly (0, 00), it follows that
(L1 N Loo) (1) is dense in Ly (7) (see e.g. Proposition 2.8 in [12]) and hence, 7
extends uniquely to a linear functional 7 : L; (1) — C. Moreover, 7 (|z|) = ||z,
for all z € Ly (1) and 7 is a positive functional on L} (7). For the details of
this construction and further properties of this extended trace, which will be
denoted again by 7, we refer the reader to Section 3 of [12].
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Next we discuss some aspects of the duality theory of these non-commutative
spaces. As above, we assume that F (0, c0) is a symmetric Banach function space
on (0, 00).

Definition 7.2 The Kithe dual space E (1) of E (1) is defined by
E(r)"={yeS(r):aye L' (r) Yae E(r)}.

It is clear that E(7)” is a linear subspace of S (7). It is not difficult to
verify that y € E ()™ if and only if yx € L' (1) for all z € E (). Moreover,
if y € E(r) and = € E(7), then 7 (2y) = 7 (yx). If, in addition, > 0 and
y > 0, then 7 (xy) > 0 (all these statements, and much more, can be found in
Proposition 5.2 of [12]). For y € E (7)”, we define the linear functional

o, E(1)—=C, ¢, (v)=7(2y), z€ E(7). (11)

If y € E(r)" and y > 0, then ¢, is a positive functional, that is, ¢, () > 0
for all z € E;" (7). This observation can be used to show that the functional ®y

is bounded for every y € E (7). The map ® : E(7)* — E(7)" is linear and
injective (which follows from (L1 N L) (1) € E(7)). Now we define a norm
||’||E(T)X on E(7)" by

X

||yHE('F)>< = HQOZJHE(T)* RS E(T)

We say that E (7)” may be identified with a subspace of E (7)* via trace duality
(which is given by (11). In the analysis of Kéthe dual E (7)™ the following result
plays a crucial role (see [11], Proposition 5.3).

Proposition 7.3 Ify € S (1), theny € E (1) if and only if

sup{/ pzt)p(yt)di:x € E(7), [lz]l gy < 1} < 00
0
and in this case we have

oo
sy = s { [ mlait s e B, lellyiy <1}

Using these observations, it can be shown that the normed linear space
(E (r)", H'”E(T)x) has the following properties (see [12], Proposition 5.4):
(a). (L1 N L) (1) € E(7)* C (L1 + Loy) (1), with continuous embeddings;
(b). the embedding of (E ()", ||'||E(T)><) into (S (7),7,,) is continuous;
(). hfilllﬂ € S(r),y € E(r)" and # =< y, then x € E ()" and 2zl gryx <
YllEr)*s

(d). if {ya} is a net of positive elements in E (7)* such that 0 < y, T and
SUP,, [[Yall -y« < 00, then there exists a positive element y € E (1) " such

that Yo T Yy and ||ya||E'('r)X T ||yHE(T)X7
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(e). E(1)™ is complete with respect to (RIFTEEE

The important result for the identification of the Kothe dual E (7)” is the
following theorem (see [12], Theorem 5.6).

Theorem 7.4 IfE = E(0,00) is a symmetric Banach function space on (0, 00)
with Kéthe dual space E*, then E (1) = E* (1) (with equality of norms).

The linear functionals ¢ € E ()" which correspond to elements y € E (7)*
via trace duality (11) have a characterization which is analogous to the commu-
tative case (see Theorem 2.10).

Theorem 7.5 ([12], Theorem 5.11) Suppose that E = E (0, 00) is a symmetric
Banach function space on (0,00). For ¢ € E(1)" the following conditions are
equivalent:

(i). @ is normal, that is, x | 0 in Ep, (1) implies that ¢ (x,) — 0;

(7). ¢ is completely additive, that is, pa | 0 in P (M) implies that ¢ (ze,) — 0
and ¢ (eqx) — 0 for all x € E(1);

(iii). there exists y € E (7)™ such that ¢ (v) = 7 (xy) for all x € E (1) (that is,
¢ = ¢, in the notation of (11)).

Via the same argument as used in the case of Banach lattices, it is easily
see that every ¢ € E (7)" is normal (briefly, E(7)" = E (7)) if and only if
the norm in E (1) is order continuous, that is, x, | 0 in Ej (7) implies that
[Zall () | 0. Another relevant observation in this connection is the following
(see [12], Proposition 3.6, and [7]).

Proposition 7.6 If the symmetric Banach function space E = E (0,00) has
order continuous norm, then the norm in E (1) is also order continuous.

Proof. The order continuity of the norm in E (0, c0) implies that pu (f;t) —
0 as t — oo and so, E (1) C Sy (7) (see (10)). Consequently, if g > z, | 0
in Ej, (1), then it follows from Corollary 6.4 that p(z4;t) | 0 for all ¢ > 0 and
hence, [[zall g7y = [l (2a)ll p(0,00) L O-®

We illustrate the above results with some explicit examples. If we take for
example E = L, (0,00), with 1 < p < 00, the E has order continuous norm and
S0,

Ly (1) =Ly (1) = Ly (1) = Lg (1)
(identification via trace duality), where p~* + ¢~1 = 1.
Loo (7) = Ly (7). Other examples are

Similarly, M* =

(L1 (1) + Loo (7)) = (L1 + Loo)™ (1) = (L1 N Log) (1) = L1 (1) N Log (7)
(L1 ()N Loo (1)) = (L1NLec)™ (1) = (L1 + Log) (1) = L1 (7) + Lo (7).
Of course, similar examples may be given using Orlicz spaces, Lorentz and

Marcinkiewicz spaces.

We end this section with an interesting decomposition theorem for func-
tionals in the Banach space dual E (7)", as was obtained in [14]. Let us first
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consider the situation for a Banach function space FE on a (Maharam) measure
space (X,X,v). As before, we denote by E* the collection of all normal (that
is, order continuous) linear functionals on F, which is a band in the Banach
space dual E* (and may be identified with the Ksthe dual E*). The disjoint
complement of E in E* will be denoted by E¥ (sometimes this band is also
denoted by EZ,) and the elements of EY are termed singular (normal) linear
functionals. Since E* = E @ EY, every ¢ € E* has a unique decomposition
© =@, +v,, where p, € EX and ¢, € E* (and so, ¢,, Ly,). This decomposition
can be viewed as an analogue of the so-called Yosida-Hewitt decomposition of
measures). For the details we refer the reader to e.g. Chapter 12 in [40] or
Chapter 1 in [1]. From the definition it is clear that a functional ¢ € E* is
singular if and only if it follows from |¢)| < |¢| and ¢ € E} that ¢ = 0. An-
other useful characterization of singular functionals is that they vanish on large
(order) ideals in E. To be more precise, an ideal (that is, absolutely solid linear
subspace) A C FE is called order dense in E if for every 0 < u € E there exists
v € A such that 0 < v < u. With this terminology, a linear functional ¢ € E*
is singular if and only ¢ = 0 on some order dense ideal in E (see [26], Theo-
rem 50.4; this result also follows from Theorem 90.5 in [40]). We note that for
this characterization it is essential that E separates the points of the Banach
function space E (for example, on the Banach lattice C [0, 1] the functional of
integration is singular and strictly positive).

Now we consider such a decomposition for functionals on a space E (1), where
(M, T) is a semi-finite von Neumann algebra and F = E (0, c0) is a symmetric
Banach function space on (0,00). The concept of normal functional was already
introduced in Theorem 7.5. A linear subspace A C E (1) is called an order ideal
if A is generated by its positive elements and if it follows from 0 < b < a, a € A
and b € Ep, (1) that b € A. Such an ideal A is called order dense in E (7) if for
every 0 < b € Ej, (1) there exists a € A such that 0 < a < b. A linear functional
¢ € E(1)" is said to be singular whenever ¢ vanishes on some order dense ideal
in E (7). Evidently, this notion of singularity agrees with the one for Banach
function spaces, as follows from the above discussion. If E = L, (0,00), and
so E (1) = M, it also agrees with the usual definition of a singular functional
on a von Neumann algebra (see e.g. [34], Section II1.2 or [22], Section 10.1),
as follows from [14], Proposition 2.1, in combination with [34], Theorem II1.3.8.
Now we are in a position to formulate the decomposition theorem for elements
of E(7)".

Theorem 7.7 ([14], Corollary 2.5) If (M,T) is a semi-finite von Neumann
algebra and E = E (0,00) is a fully symmetric Banach function space on (0, 00),
then every ¢ € E ()" has a unique decomposition ¢ = ¢, + ¢, where @, is
normal and @, s singular.

For further details and interesting applications of this result, we refer the
reader to [14].

8 Operator functions
As we have seen in the previous section, there are many results concerning

non-commutative Banach function spaces which are analogous to the commu-
tative theory (although most of the proofs are quite different!). However, there
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are some aspects of the non-commutative theory which are essentially different
from the commutative situation. We shall illustrate this with some results con-
cerning so-called operator functions. By an operator function we mean a map
a — f(a), where f : R — R is an appropriate Borel function and the (non-
commutative) variable a belongs to Ep, (7). If f : R — R is continuous, then
we know by Theorem 5.12 that the map a — f (a) from S} (7) into itself, is
continuous with respect to the measure topology. But, here we will be interested
in Lipschitz-type norm estimates. To be more precise, we consider the following
problem: under which assumptions, on the Banach function space E = E (0, 00)
and on the function f, does there exists a constant C' > 0 (depending on E and
[f) such that || f (a) = f (0)l gy < Clla = bl g, for all a,b € Ej, ()7

Let us say first a few words about the commutative situation. Suppose that
E is any Banach function space on a (Maharam) measure space (X, %, v) and
let a € E be real valued (we use here the symbol a for a function to keep the
analogy with the above discussion). We may represent a by its spectral integral
a = [ Ade” () as in (4). Note that we may consider a as a self-adjoint operator
on the Hilbert space Ly (v), acting via multiplication. The spectral measure of
a is then given by e® (B) = Xqo-1(p) for all Borel sets BCR. If f: R — Ris a
Borel function, then f (a) is defined by

f(a) = / £ () de® ()

(see (5)). Approximating f by simple functions, it is not difficult to see that
f(a) = f oa, the composition of f and a). Now suppose that the function
f is Lipschitz continuous, that is, there exists a constant C' > 0 such that
lf(A) = f ()] <CIA—p| forall A\, € R. If a,b € E are real valued, then

[f (a) (z) = f(b) ()] = [f (a(2)) = f(b(2))] < Cla(z) -b(z)], ©eX,

and hence,
[f(a) = f()| <Cla—b]. (12)

Since E is an ideal in Lo (v) and the norm on E is absolutely monotone, it
follows that f(a) — f(b) € E and || f (a) — f(b)||p < C|la—b||g. This argu-
ment shows that in the commutative situation, it is more or less evident that
Lipschitz continuity of f implies that the corresponding “operator function”
is also Lipschitz continuous (with the same constant, independent of F). The
crucial estimate is of course inequality (12). In the non-commutative situation,
inequalities like (12) are not valid in general (if @ and b do not commute) and,
as it turns out, a Lipschitz continuity of f is in general not enough to guarantee
that the corresponding operator function satisfies a Lipschitz estimate.

As a special case, let us first consider the absolute value mapping corre-
sponding to the function f(A) = |A]. In [13] the following result has been
obtained.

Theorem 8.1 Suppose that 1 < p < oo and let (M, 1) be a semi-finite von
Neumann algebra. If x,y € S (1) such that xt—y € L, (1), then |z|—|y| € L, (1)
and

Nz = lylll, < Cpllz = yll, . (13)

where C, > 0 is a constant only depending on p.
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In the case M = B (H), with standard trace (and so, L, (1) = &,, the
p-Schatten ideal), the above result was obtained by E.B. Davies in [8] (see also
[5]). Moreover, it was shown in [8] that an estimate like (13) fails for p = 1, cc.
We like to point out that it is sufficient to prove the above theorem for self-
adjoint elements x and y only. Indeed, the general case is then obtained from
this special case by considering the von Neumann algebra M, (C) ® M, of all
2 x 2-matrices with entries in M, and applying the result to the self-adjoint

operators
0 x* 0 y*
z 0 |’ y 0 |°

We leave the verification to the reader.

Furthermore, the result of Theorem 8.1 can be extended via interpolation
techniques to a much larger class of spaces than the L,-spaces. In fact, in
[13], Theorem 3.4, it was shown that, if E = F (0,00) is a symmetric Banach
function space which is an (L,, L,)-interpolation space for some 1 < p < g < o0,
then there exists a constant Cg > 0 (only depending on the space E) such
that [|[z] — [ylllpi;) < llz—ylg) for all z,y € E(r) with  —y € E(7),
for all semi-finite von Neumann algebras (M, 7) (and actually, this property
characterizes the Banach function spaces which are (L, Lq)-interpolation space
for some 1 < p < ¢ < 00).

Finally we say a few words about more general operator functions a ——
f(a), a € Ey (7). For sake of simplicity we shall not state the results in full
generality, but single out some important special cases (which follows from [29],
Corollary 7.5 in combination with Proposition 8.5).

Theorem 8.2 Suppose that 1 < p < oo, let (M, 1) be a semi-finite von Neu-
mann algebra and f : R — R be a function with weak derivative f' which is of
bounded variation. There exists a constant Cp y > 0 (only depending on p and
the function f), such that

1f (@) = f O, < Cpylla—0l],
for all a,b € Sy, (1) with a —b € L, (7).

The function f (\) = |)\| satisfies the conditions of the above theorem and so,
the result of Theorem 8.1 may be obtained via Theorem 8.2. Furthermore, also
Theorem 8.2 actually holds for (L,, Ly)-interpolation spaces with 1 < p, ¢ < oo.
In the paper [30] several results concerning the (Gateaux) differentiability of
operator functions have been obtained. All these results depend on the theory
of so-called double operator integrals, originated by Birman and Solomyak in the
setting of trace ideals and extended in [29] to the general setting of semi-finite
von Neumann algebras. These double operator integrals and their relation to
the UM D-property and R-bounded collections of operators, have been discussed
also in detail in [38].
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