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REDUCED BASES FOR LATTICES AND FACTORIZATION OF POLYNOMIALS
by

H. W. LENSTRA, Jr.

1. - Reduced bases for lattices

Let n be a positive integer, and b't ) '§3?,, coe s bn linearly independent in a real
n 17 72

vector space. We call L=3 Zb, a lattice of rank n with basis bl’ bZ’ e b
1=1 i T 1 T e

and its determinant is defined by d(L) :det((bi, bj} )i*fi i<n ; this is independent

of the choice of the basis of L . Hadamard's inequality asserts that
I

the equality sign holding if and only if the 'E':;i are pairwise orthogonal, It is a clas-
sical theorem that any lattice of rank n has a basis b} s bZ, cee s bn that is nearly

orthogonal in the sense that

for a constant c, only depending on n . It has recently been shown by Lovész
n i

that there exists a fast ("polynomial-time') algorithm to find such a basis with
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n(n-1) /4

=2 , see [3L, sec. 1]. We call such a basis reduced. If

n

b,,b,,...,b 1is a reduced basis, then
1 2 n

min{lbi’: lﬁiﬁn}Scnmioni xel, x#0} .

Therefore Lovdsz's algorithm can be used to find small elements in a lattice, and
this leads, in section 2, to an efficient factoring algorithm for polynomials. There
are other applications in simultaneous diophantine approximation, generalized

continued fractions, integer programmming, and linear programming.

2. - Factoring polynomials

Let f be a polynomial in one variable with integer coefficients. Assume for
simplicity that the leading coefficient of f equals 1 . Denote by m the degree
of f. We wish to factor f into irreducible factors in Z[X]. One way to proceed
is to factor f into irreducible linear and quadratic factors in IRLX] to a certain
accuracy, using methods from numerical analysis. Searching among all sub-
products for polynomials with integer coefficients we can then find the desired
factorization in Z[X]. This algorithm is not a polynomial-time algorithm, be-

cause of the large number of subproducts to be tried.

A faster method is as follows. Fix one irreducible factor ho of f in IR[X],
and look for the unique irreducible factor h of f in z[xX] divisible by ho .
Suppose for example that ho is linear : ho: X -a , where a is a real zero of f.
Then h(a)= 0. From the numerical analysis we will only get an approximation &
of a ; so we have to look for a factor h of f for which ‘h(d) is very small .
Since we know an upper bound for the coefficients of h we can view h as a

""small' element of the lattice of rank m+1 defined by

{(g, gla)) : ge Zz[X], deg(g)=m }c R

We can now find h by means of Lovasz's algorithm.

It is likely that the above procedure, when all details are filled in, leads to a
polynomial-time algorithm to factor f in z[X]. In [3L] the field of real
numbers is replaced by the field Qp of p-adic numbers, for a suitable small
prime number p . The role of the numerical analysis is then played by a combi-

nation of Berlekamp's factoring algorithm over finite fields and Hensel's lemma.
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It has been shown in [3 L] that in this way one does obtain a polynomial-time
algorithm to factor primitive polynomials with integer coefficients in one variable.
There are generalizations to polynomials in several variables and to polynomials

over algebraic number fields.
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