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Abstract. This article generalizes the geometric quadratic Chabauty method, initiated over Q
by Edixhoven and Lido, to curves defined over arbitrary number fields. The main result is a
conditional bound on the number of rational points on curves that satisfy an additional Chabauty
type condition on the Mordell–Weil rank of the Jacobian. The method gives a more direct approach
to the generalization by Dogra of the quadratic Chabauty method to arbitrary number fields.
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1. Introduction

1.1. Main result. Let C be a smooth, projective, geometrically irreducible curve of genus g ≥ 2
defined over a number field K. Let J := Pic0C/K denote the Jacobian of C. Let

• r := rankZ J(K) be the Mordell–Weil rank, and
• ρ := rankZNS(J) be the rank of the Néron–Severi group of J .

Mordell’s conjecture (now a theorem of Faltings [19]) asserts that the set of rational points on C is
finite. Faltings’ spectacular proof, however, cannot be made effective and there is no general algorithm
for determining the set C(K)1. More recently, following the pioneering work of Chabauty [9], methods
have been developed to explicitly determine the set of rational points on curves that satisfy certain
conditions on r (commonly referred to as Chabauty type conditions). Some relevant results in this
direction will be surveyed in the introduction. Let us fix a prime p where C has good reduction
while satisfying some additional mild ramification conditions (see Assumption 4.1). In its crudest
form, our main result is an effective bound on C(K) of the following form, which generalizes the
work of Edixhoven and Lido [17].

Theorem 1.1 (crude version). Suppose that C satisfies the “quadratic Chabauty condition”

(1.1) r + δ(ρ− 1) ≤ (g + ρ− 2)d,
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1though recently Alpöge and Lawrence found an algorithm that terminates assuming standard conjectures (see [1, Ch.

7-9]).
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where δ = rankZO×
K and d is the degree of K. Let R := Zp⟨z1, ..., zr+δ(ρ−1)⟩ be the p-adically

completed polynomial algebra over Zp. There exists an ideal I of R, which is explicitly computable

mod p, such that if A := (R/I)⊗Zp Fp is finite dimensional over Fp, then the set of rational points

C(K) is finite, and its cardinality is bounded by dimFp A.

Remark 1.2. The precise form of this theorem (Corollary 6.3) is slightly more involved. As in
the work of Edixhoven and Lido, we need to work integrally with a regular proper model C of C
over OK and cover the smooth locus Csm by certain open subschemes Ui. More precisely, for each
p-adic residue disk of Ui (indexed by the residue points u ∈ Ui(OK ⊗ Fp)), we produce a bound
on the size of Ui(OK)u by constructing an ideal Ii,u ⊂ R. The bound on the size of C(K) is then
obtained by summing the bounds for each i and u.

1.2. Effective methods over Q. To put our result into context, we give a brief overview of some
of the existing effective methods.

1.2.1. The Chabauty–Coleman method. If the Mordell–Weil rank r of the Jacobian J of C satisfies
the inequality r < g, then the work of Chabauty [9] and Coleman [10] can be used to give upper
bounds on the size of C(K), and in many cases, to explicitly compute the set of rational points.
Their method works over general number fields, but let us take K = Q to explain their strategy.
Upon choosing a sufficiently large prime p of good reduction, one obtains a homomorphism

logp : J(Qp) −→ H0(CQp ,Ω
1)∨ ≃ H0(JQp ,Ω

1)∨

using Coleman integration (see [11] for details). The Abel–Jacobi map jb : C ↪→ J , which relies on
a fixed base point b ∈ C(Q), leads to the following commutative diagram:

(1.2)

C(Q) C(Qp)

J(Q) J(Qp) H0(CQp ,Ω
1)∨.

jb jb

∫

logp

The Chabauty condition r < g guarantees that the closure J(Q)
p
of J(Q) in J(Qp) with respect to

the p-adic topology has positive codimension. In particular, there exists a nontrivial differential form

ω for which logp(ω) vanishes on J(Q)
p
. Roughly, on each residue disk of the curve C, the Coleman

integral logp(ω) ◦ jb =
∫
ω is given by a convergent p-adic power series and has only finitely many

zeros. Since it vanishes on C(Q), this set is finite. Moreover, using Newton polygons, Coleman [10]
was able to count the number of zeros of these p-adic power series and prove, when p > 2g, that

|C(Q)| ≤ |C(Fp)|+ (2g − 2).

1.2.2. Quadratic Chabauty. The tantalizing non-abelian Chabauty program, initiated by Kim [28,29],
aims to relax the Chabauty condition r < g by considering non-abelian variants of the objects
in Section 1.2.1. To this end one first reinterprets the diagram (1.2) above using the Bloch–Kato
Selmer groups H1

f (Q, V ) (resp. H1
f (Qp, V )) in place of J(Q) (resp. J(Qp)) via the Kummer maps,

where V := VpJ denotes the p-adic Tate module of J . The logarithm map above is essentially the
inverse of the Bloch–Kato exponential

H0(CQp ,Ω
1)∨ ≃ DdR(V )/D+

dR(V )
exp−−−−→ H1

f (Qp, V ).

Next one replaces V by certain pro-unipotent quotients Un of the étale fundamental group πét
1 (CQ)Qp ,

one for each n ≥ 1, which again carry a continuous Galois action. Kim then defines a certain Selmer
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subgroup Sel(Un) ⊂ H1
f (Q, Un), and upgrades the previous diagram to the following one:

C(Q) C(Qp)

Sel(Un) H1
f (Qp, Un) πdR

1 (CQp)n/Fil
0.

jn jn,p

∫

locp locn

Here the vertical maps jn and jn,p are Kim’s unipotent Kummer maps. Define the (nested) sets

C(Qp)n := j−1
n,p

(
locp(Sel(Un))

)
⊂ C(Qp),

which contain C(Q) and satisfy C(Qp)n+1 ⊂ C(Qp)n. For sufficiently large n, Kim conjectures
that C(Qp)n is finite and even coincides with C(Q). The set C(Qp)1 is the one studied in the
Chabauty–Coleman method in Section 1.2.1. The first non-abelian instance of Kim’s program
(namely the quadratic case where n = 2) has been carried out quite successfully by Balakrishnan,
Dogra, and their collaborators (see [3–5] and the references therein). In particular, they show that
if the Mordell–Weil rank r satisfies r < g + ρ− 1, then C(Qp)2 is finite and can often be explicitly
determined. This method has been applied to determine the rational points of the “cursed curve”
in [6] by Balakrishnan, Dogra, Müller, Tuitman, and Vonk, which completes the classification of
non-CM elliptic curves over Q of split Cartan type.

1.3. Geometric quadratic Chabauty (over Q). Recently, Edixhoven and Lido have explored
in [17] a different, and arguably more direct, approach to quadratic Chabauty. Their method is
referred to as the geometric quadratic Chabauty method (with an emphasis on geometric), and
works under the same condition r < g+ρ−1 as in Section 1.2.2. It has the advantage of avoiding the
consideration of iterated Coleman integrals and the analysis of certain complicated p-adic heights.
The strategy of Edixhoven and Lido is close in spirit to the original idea of Chabauty: their idea is
to replace the Jacobian J by a certain Gρ−1

m -torsor T over J in order to relax the condition r < g.
This torsor comes equipped, by construction, with a lift j̃b : C −→ T of the Abel–Jacobi map. Upon
choosing a prime p of good reduction, one obtains the following diagram

(1.3)

C(Q) C(Qp)

T (Q) T (Q)
p

T (Qp),

j̃b j̃b

where T (Q)
p
denotes the closure of T (Q) in T (Qp) with respect to the p-adic topology. In practice,

they need to work with certain integral versions of the above objects and diagrams over Spec(Z)
(see Remark 1.3). The method then consists in bounding the size of the intersection

(1.4) j̃−1
b (T (Z)p ∩ j̃b(C(Zp))),

which contains the set of rational points. Using this method, Edixhoven and Lido are able to reprove
Faltings’ theorem for curves defined over Q satisfying r < g + ρ− 1. Furthermore, they have made
their method effective and successfully used it to compute the rational points on the quotient of the
modular curve X0(129) by the Atkin–Lehner group ⟨w3, w43⟩.

Remark 1.3. The reason for working with integral models is that the torsor T has too many
rational points (its fiber over J is Gρ−1

m ). More precisely, one starts with a regular proper integral
model C of C, and further restricts to open subschemes on which the Abel–Jacobi map can be lifted
integrally (as mentioned in Remark 1.2).
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1.4. Effective methods over number fields. The methods summarized so far deal with curves
defined over Q satisfying Chabauty type conditions, for example,{

r < g (Chabauty condition)

r < g + ρ− 1 (quadratic Chabauty condition).

Next we briefly review some recent developments in generalizing the methods in Section 1.2 to
curves over arbitrary number fields.

1.4.1. The Chabauty–Coleman method. As remarked earlier, the Chabauty–Coleman method works
over an arbitrary number field K. In fact, Coleman already works at this level of generality in [10].

1.4.2. The Restriction of Scalars (RoS) Chabauty method. In [32], Siksek extends the Chabauty–
Coleman method by studying the Weil restrictions from K to Q of the curve C and its Jacobian J .
In this way Siksek reduces the problem to working entirely over Q at the cost of considering higher
dimensional varieties. Siksek’s method, known as Restriction of Scalars (RoS) Chabauty, requires
the RoS Chabauty condition r ≤ (g − 1)d, where d = [K : Q] is the degree of K. Note, however,
that this method can fail to produce a bound on the number of rational points even if the condition
r ≤ (g − 1)d is satisfied. Examples include the case where the curve C is the base change of a curve
C ′ defined over Q, which does not satisfy the Chabauty condition rankZ Jac(C

′) < g. Aware of this,
Siksek asks in [32] whether a sufficient condition for his method to prove finiteness is that for all
extensions Q ⊂ L ⊂ K over which C admits a good model CL, we should have

rankZ Jac(CL) ≤ (g − 1)[L : Q].

Failures of the method of RoS Chabauty have been studied by Triantafillou [35], who introduces
Base-Change-Prym (BCP) obstructions, which account for all known failures to date.

1.4.3. RoS quadratic Chabauty. More recently, Dogra [15] combines ideas of the RoS Chabauty
method with Kim’s non-abelian Chabauty program. This has led to a generalization of Kim’s
program to arbitrary number fields. As in Section 1.2.2, he obtains (nested) Chabauty–Kim sets
C(Kp)n for p | p, indexed by n ∈ Z≥1. Dogra provides a negative answer to Siksek’s question using a
BCP obstruction. Assuming p is a split prime of good reduction, he also gives a sufficient condition
for there to exist a prime p | p such that C(Kp)1 is finite under the Chabauty condition r ≤ (g− 1)d:
namely that

(1.5) Hom(JQ̄,σ1
, JQ̄,σ2

) = 0 for any two distinct embeddings σ1, σ2 : K ↪→ Q̄.

Moreover, his results imply that if in addition to Condition (1.5) the quadratic (RoS) Chabauty
condition (1.1) as in our main theorem is satisfied, then there exists p | p such that C(Kp)2 is finite.
The work of Dogra sets the theoretical stage for the quadratic RoS Chabauty method, which has
been made effective recently by Balakrishnan, Besser, Bianchi, and Müller in [2] for odd degree
hyperelliptic curves and genus 2 bielliptic curves.

1.5. Overview of the geometric method. Next we explain the proof of Theorem 1.1. Following
suggestions by the referee, we first describe the geometric method in a more general setup. Our
main theorem can then be viewed as carrying out this method in a special case. To this end, let
XK be a proper variety over a number field K which admits a regular proper model X over OK .
The key idea from [17] is to replace the Jacobian in Chabauty’s original approach by something
higher dimensional. To phrase their approach in a more general setup, let us assume that we are
given closed embeddings

XK
j−→ JK

f−→ AK ×BK
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where JK , AK , BK are abelian varieties and f is a homomorphism. Let us further assume that there
is a GK-biextension FK of (AK , BK) where GK is a torus, such that the map j lifts to an embedding
j̃ : XK → QK , where QK is the GK-torsor over JK obtained as the pullback of FK along f :

(1.6)

QK FK

XK JK AK ×BK .

□
j

j̃

f

In view of Remark 1.3, we assume that the diagram above spreads out over OK :

(1.7)

Q F

X J A×B◦.

□
j

j̃

f

Here the abelian varieties AK , JK (resp. BK) are replaced by their Néron models (resp. the
connected component of identity of its Néron model), and F is the (unique) G-biextension of (A,B◦)
where G is the Néron–Raynaud model of GK .

Remark 1.4. In practice, we often have to replace X by a Zariski open cover Ui of X
sm (where

Xsm denotes the smooth locus in X), and work with one Ui at a time.

For a prime p of good reduction for X, we let OK,p := OK⊗ZZp and OK,p := (OK⊗Fp)red. Working

residue disk by residue disk, we fix u ∈ X(OK,p) and t = j̃(u) ∈ Q(OK,p). Consider the following
commutative quadratic Chabauty diagram on residue disks:

(1.8)

X(OK)u X(OK,p)u

Q(OK)t Yt Q(OK,p)t.

j̃ j̃

Here Yt := Q(OK)t
p
is the closure of Q(OK)t in Q(OK,p)t for the p-adic topology. The points in

XK(K) = X(OK) that reduce to u modulo p are contained in the intersection j̃(X(OK,p))u ∩Yt,
which is often computable. The framework to explicitly determine this intersection can be described
as follows: using the structure of the rational points on JK and the G-torsor structure of Q→ J, one
constructs a certain “coordinate map” Zm → Q(OK)t, from which one can build a map κ : Zm

p ↠ Yt

between p-adic analytic spaces, where m = rankZ JK(K)+rankZG(OK). The map κ is then used to
give effective bounds on the intersection j̃(X(OK,p)u) ∩Yt when it is finite. In the next subsection,
we explain this procedure in more detail for the primary example treated in this article, namely
when XK is a higher genus curve over K.

Remark 1.5. While in principle we expect the method of this article to work whenever we are
given the setup as in diagram (1.7), in practice is seems rare to find such a lift j̃. This is the main
reason why we choose to treat only the case when XK is a higher genus curve. For example, in [8] a
Chabauty–Coleman type bound was proved for hyperbolic surfaces contained in abelian varieties.
However, for a hyperbolic surface contained in a principally polarized abelian variety, we do not
know how to construct a torsor which fits in (the analogue of) Diagram (1.7).

1.6. Higher genus curves over number fields. Let CK be a curve of genus ≥ 2 over K and
consider a regular proper model C of CK over OK . In this case, we will produce Diagram (1.7)
by considering the Poincaré bundle over JK × J∨

K where JK denotes the Jacobian of CK . In order

to produce the desired lift j̃b (dependent on a base point b ∈ CK(K)), we in fact consider the
(ρ− 1)-fold self-product of the Poincaré bundle over JK , where ρ is the Néron–Severi rank. Our map
JK → JK × J∨

K in diagram (1.6) depends on a choice of (sub-)basis of the Néron–Severi group, and
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is obtained by translating these basis elements by certain points of J∨
K(K) that are closely related to

Chow–Heegner points (see Section 3.1 and Remark 3.3). With this carefully chosen map, we obtain

a Gρ−1
m -torsor TK over JK , which spreads out to a Gρ−1

m -torsor T over J, the latter being the Néron
model of JK . The construction of T allows us to lift the Abel–Jacobi map jb : C

sm −→ J to a map2

j̃b : C
sm −→ T

as required by Diagram (1.7). Fixing u ∈ Csm(OK,p) and letting t := j̃b(u) ∈ T(OK,p), we thus
arrive at the following commutative diagram on residue disks:

(1.9)

Csm(OK)u Csm(OK,p)u

T(OK)t Yt T(OK,p)t.

j̃b j̃b

The key of the approach is to analyze the p-adic closure Yt of the OK-points of the torsor T reducing
to t modulo p. If K = Q, this can be done by parametrizing the p-adic closure of J(Z) = J(Q), as
Gm(Z) = {±1}. This is a major simplification and essentially why [17] decided to work over Q. In
fact, it was suggested to us by Edixhoven and Lido that a restriction of scalars approach might
reduce the case of general number fields K back to the case of Q. In this work, however, we decide
to take a more direct approach, which departs from the RoS arguments of [2,15,32] (see Remark 1.9
below). One of the main observations is that one can fully utilize the Gm-action on the fibers of the
torsor T −→ J to parametrize Yt, which is sufficient for the purpose of this paper. Roughly, we pick
a “Z-coordinate” map Zr −→ T(OK)t, essentially by choosing a basis for the Mordell–Weil group
JK(K). We then use the Gm-action to propagate these coordinates to get a “Z-coordinate” map

Zδ(ρ−1)+r −→ T(OK)t. Finally, interpolating these coordinates p-adically allows us to parametrize
Yt via a surjective map

κ : Zδ(ρ−1)+r
p ↠ Yt,

which turns out to be given by convergent p-adic power series. The ideal I in Theorem 1.1 is built
such that the cardinality of Spec(R/I)(Zp) is the size of κ−1(Yt ∩ j̃b(C

sm(OK,p)u)). In particular,
in order for the method to effectively determine the rational points on CK , we need to choose a
prime p such that

• Yt ∩ j̃b(C
sm(OK,p)u) is finite, and

• κ is finite-to-one on κ−1(Yt ∩ j̃b(C
sm(OK,p)u)).

This observation prompts the following question (see Section 7):

Question 1.6. Let p be a prime of good reduction for C. What conditions would guarantee that the
intersection Yt ∩ j̃b(C

sm(OK,p)u) is finite?

Remark 1.7. There are some further caveats hidden from the overview above. For example, as
hinted at in Remark 1.2, in order to obtain the lift j̃b : C

sm → T, we need to restrict to certain
open subschemes Ui of C

sm. The details of these complications are spread throughout the article
(see for instance Sections 3.1 and 5.1).

Remark 1.8. As our approach has a theoretical component (the geometric method) and an effective
component, it is appropriate to distinguish between the required Chabauty type conditions. The
requirement for the geometric method is the condition (1.1), called the geometric quadratic Chabauty
condition. Effectiveness relies on the map κ being finite-to-one, for which we need to (at least)
impose the additional condition dimYt = r + δ(ρ− 1). The combination of the two conditions is
the “effective geometric quadratic Chabauty condition”. We refer to Section 7 for further details.

2upon replacing Csm by a certain Zariski open cover
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Remark 1.9 (Restriction of scalars). In our approach we work with all primes of K above p
simultaneously (similar to the work of Siksek). If we were to work with a single fixed prime over p,
the method would only have a chance of working if the following condition was satisfied:

r + δ(ρ− 1) < g + ρ− 1.

When K is imaginary quadratic, this amounts to the same quadratic Chabauty condition as over Q.
However, if K is real quadratic, the condition becomes r < g and the Chabauty–Coleman method
can already be applied. When considering higher degree number fields, the above condition is more
restrictive than the classical Chabauty condition. Therefore, it seems necessary to work with all
primes above p simultaneously in order to study curves satisfying Condition (1.1). This comes as
no surprise, as Condition (1.1) coincides with the condition coming from Dogra’s quadratic RoS
Chabauty method, which also involves all primes above p. However, the present generalization of the
geometric quadratic Chabauty method does not make use of restriction of scalars in the same way
as the RoS methods of Siksek and Dogra. While they use Weil restrictions to reduce the geometric
situation to working over Q, we work directly over K, and even integrally over OK . Only at the end
of the argument do we apply a restriction of scalars and work with all primes above p simultaneously.
More conceptually, the method of this paper is equivalent to applying the general geometric method
described in Section 1.5 to the situation over Q with XQ := ResK/Q(CK), JQ := ResK/Q(JK),

QQ := ResK/Q(TK), AQ := ResK/Q(JK), BQ := ResK/Q(JK)∨,ρ−1, and FQ := ResK/Q(P
×
K )ρ−1.

Here TK is the special torsor mentioned in Section 1.6 and constructed in Section 3, and P×
K denotes

the Poincaré Gm-biextension of (JK , J∨
K) (see Section 2.1.3). In contrast, a perhaps more natural

approach to geometric quadratic Chabauty via restriction of scalars would have been to consider
FK to be the Poincaré Gm-biextension of (ResK/Q(J),ResK/Q(JK)∨), or a power thereof. This was
the approach originally suggested to us by Edixhoven and Lido. However, it seems difficult in this
case to produce the diagrams (1.6) and (1.7) required for the geometric method of Section 1.5.

Remark 1.10 (p-saturation). In [22, Theorem 4.1], Hashimoto and Spelier prove that (a linear
version of) geometric Chabauty strictly outperforms Chabauty–Coleman, at least theoretically,
although it is more difficult to implement for explicit examples. The reason is essentially that
Chabauty–Coleman computes the p-saturation of the set computed in geometric (linear) Chabauty.
Similarly, the geometric quadratic Chabauty method (both over Q and over number fields) is likely
to remain unaffected by questions of p-saturation.

1.7. Outline. In Section 2, we recall the necessary background on the Poincaré torsor, from which
we build the torsor TK over JK . We then spread out the geometry from SpecK to SpecOK . In
Section 3, we construct the torsor T. Section 4 makes the strategy of the geometric quadratic
Chabauty method precise. We then state the main technical results of this article and discuss how
the condition (1.1) arises. In Section 5, which is the technical core of the paper, we parametrize the
p-adic closure Yt of the rational points T(OK)t by a p-adic interpolation argument. We complete
the proof of the main theorem in Section 6. Some questions are discussed in Section 7, including
Question 1.6 raised above.

1.8. Notation. For the convenience of the reader we provide a list of notations used in the main
body of the paper. We have chosen to use notations similar to [17] in order to facilitate the
comparison with the original approach over Q.

• K/Q is a number field of degree d = r1 + 2r2, where r1 and r2 are respectively the number
of real embeddings and pairs of complex embeddings of K.
• OK denotes the ring of integers of K.
• δ = r1 + r2 − 1 is the rank of the unit group O×

K .
• h = cl(OK) is the class number of OK .
• CK is a smooth, proper, and geometrically connected curve over K of genus g ≥ 2.
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• JK = Pic0CK/K is the Jacobian of CK . It is an abelian variety of dimension g over K.

• J∨
K = Pic0JK/K is the dual abelian variety of JK .

• P×
K −→ JK × J∨

K is the Poincaré torsor. It is a biextension of JK and J∨
K by Gm.

• C is a regular proper model of CK over OK that we fix in this article.
• J is the Néron model of JK over OK .
• J∨ is the Néron model of J∨

K over OK .
• J∨,◦ is the fiber-wise connected component of 0 of J∨.
• P× −→ J× J∨,◦ is the unique biextension of J and J∨,◦ by Gm whose base change to K is
the Poincaré torsor.
• jb : CK −→ JK is the Abel–Jacobi map associated to a choice of point b ∈ CK(K).
• r = rankZ JK(K) is the Mordell–Weil rank over K.
• ρ = rankZNSJK/K(K) is the rank of the Néron–Severi group of JK over K.

2. The Poincaré biextension

We define the key geometric object studied in this article, namely the Poincaré torsor, along with
its biextension structure, and explain how to spread out the geometry to SpecOK .

2.1. The Poincaré biextension over K.

2.1.1. The Poincaré bundle. Let CK be a smooth, proper, geometrically connected curve of genus
g ≥ 2 defined over K with CK(K) ̸= ∅. Let JK := Pic0CK/K be its Jacobian, that is, the connected

component of the identity of the Picard scheme PicCK/K . This is an abelian variety of dimension g
defined over K. We denote its zero section by 0 ∈ JK(K), or alternatively by e : SpecK −→ JK .
Consider the Picard scheme PicJK/K over K as the contravariant functor from the category of
K-schemes to abelian groups given by

(2.1) T 7→ Pic(JK × T )/ pr∗T Pic(T ),

where prT : JK × T −→ T is the base-change of the structure morphism JK −→ SpecK. Denote
by J∨

K := Pic0JK/K the dual abelian variety of JK , which comes equipped with a canonical principal

polarization λ : JK
∼−→ J∨

K , given by translating the theta divisor. The functor described by (2.1)
is isomorphic to the functor given by

T 7→ { isomorphism classes of rigidified line bundles (L,α) on JK × T }.

Here a rigidification of the line bundle L is an isomorphism α : OT
∼−→ e∗TL, where the section

eT : T −→ JK × T is the one induced by e. Let (PK , ν) denote the universal rigidified line bundle
over JK × PicJK/K . It satisfies the following universal property: if (L,α) is a rigidified line bundle
on JK × T along the zero section e, then there is a unique morphism g : T −→ PicJK/K such that
(L,α) ≃ (idJK ×g)∗(PK , ν). The Poincaré bundle of JK is the restriction of the universal line bundle
PK to JK ×J∨

K equipped with its canonical rigidification ν, which we denote again by PK by a slight
abuse of notation. The canonical rigidification of the Poincaré bundle gives rise to an isomorphism
ν : OJ∨

K

∼−→ PK |{0}×J∨
K
. Let 0 denote the identity of the abelian variety J∨

K . There is a unique

rigidification ν ′ : OJK
∼−→ PK |JK×{0}, such that ν and ν ′ agree at the origin (0, 0) in (JK × J∨

K)(K).
As a consequence, (PK , ν, ν ′) is a birigidified line bundle on JK × J∨

K with respect to the identity
elements.

2.1.2. The Poincaré torsor. Recall that given a line bundle L on a scheme X, its associated Gm-
torsor is L× := IsomX(OX , L), which is equipped with a free and transitive action of Gm. Note
that L× is Zariski locally trivial. In particular, it is represented by a scheme over X which we
again denote by L× by slight abuse of notation (concretely, L× is locally obtained by deleting
the zero section of L). The Poincaré torsor P×

K is the Gm-torsor on JK × J∨
K associated to the
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Poincaré bundle PK . Again, we denote by P×
K the scheme represented by the Poincaré torsor and

denote by jK : P×
K −→ JK × J∨

K the structure morphism. The torsor P×
K inherits the compatible

birigidification over JK × {0} and {0} × J∨
K coming from PK .

Remark 2.1. Note that Gm-torsors on X are classified by the Čech cohomology Ȟ1(X,Gm),
thus the operation L 7→ L× gives the inverse Pic(X) −→ Ȟ1(X,Gm) of the canonical isomorphism
Ȟ1(X,Gm) −→ H1(X,Gm) ≃ Pic(X). In particular, every Gm-torsor on X arises in this way, and
Pic(X) classifies isomorphism classes of Gm-torsors on X.

2.1.3. The Poincaré biextension. The birigidified torsor P×
K admits a unique compatible structure

of Gm-biextension of the pair (JK , J∨
K) (see [20, VII Definition 2.1 & Exemple 2.9.5]). Let us briefly

explain what this means, without repeating the technical definition from SGA 7.

• Partial composition +1: We may view P×
K as a scheme over J∨

K via the structure morphism

pr2 ◦jK . As such, P×
K becomes a commutative J∨

K-group scheme which is an extension of

JK,J∨
K
:= JK × J∨

K by Gm,J∨
K
= Gm × J∨

K . In other words, P×
K fits into the following short

exact sequence of J∨
K-group schemes

(2.2) 1 −→ Gm,J∨
K
−→ P×

K −→ JK,J∨
K
−→ 0.

To wit, let S be a K-scheme, y ∈ J∨
K(S) be an S-point of J∨

K , and x1, x2 ∈ JK(S) be
two S-points of JK . Let z1, z2 ∈ P∨

K(S) be two S-points lying above (x1, y) and (x2, y)
respectively via the structure map jK . This group structure can be described as follows.
The data of the points z1 and z2 is equivalent to the data of two nowhere vanishing sections
α1, α2 ∈ (x1, y)

∗PK(S) of the pullback of the Poincaré bundle. As part of the requirement
of being a Gm-biextension, we have an isomorphism of line bundles over OS

(2.3) (x1, y)
∗PK ⊗ (x2, y)

∗PK ≃ (x1 + x2, y)
∗PK ,

supplied in this case by the theorem of the cube. Under this canonical isomorphism, the
tensor product α1 ⊗ α2 corresponds to a nowhere zero section α3 of (x1 + x2, y)

∗PK , thus
producing a point z3 ∈ P×

K (S), which lies above the point (x1 + x2, y) of JK × J∨
K . The

commutativity of P×
K as a J∨

K-group is clear, as well as the exact sequence (2.2). We denote

by +1 the resulting partial composition law on P×
K , which provides the group structure of

P×
K over J∨

K , but not over K. In other words, it is defined on pairs of points z1, z2 ∈ P×
K (S)

such that

pr2(jK(z1)) = pr2(jK(z2)).

We also denote the group structure on the J∨
K-group scheme JK,J∨

K
by +1, again slightly

abusing notations. The partial composition law +1 on P×
K then satisfies

z1 +1 z2 ∈ P×
K (S) 7−→ (x1, y) +1 (x2, y) = (x1 + x2, y) ∈ JK,J∨

K
(S).

• Partial composition +2: On the other hand, we may view P×
K as a JK-scheme via the

structure morphism pr1 ◦jK . As above, this makes P×
K into an extension of J∨

K,JK
by Gm,JK ,

which fits into a short exact sequence of commutative JK-group schemes

(2.4) 1 −→ Gm,JK −→ P×
K −→ J∨

K,JK
−→ 0.

We denote by +2 the resulting partial composition law on P×
K , this time defined on couples

of points z1, z2 ∈ P×
K (S) that satisfy

pr1(jK(z1)) = pr1(jK(z2)).
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• Compatibility: The commutative group scheme extensions (2.2) and (2.4) are compatible
in the following sense. Let S be any K-scheme. Let zα, zβ, zγ , zδ ∈ P×

K (S) be arbitrary
S-points such that

jK(zα) = (x1, y1), jK(zβ) = (x1, y2), jK(zγ) = (x2, y1), jK(zδ) = (x2, y2),

for some S-points x1, x2 ∈ JK(S) and y1, y2 ∈ J∨
K(S). Then

(2.5) (zα +2 zβ) +1 (zγ +2 zδ) = (zα +1 zγ) +2 (zβ +1 zδ).

We summarize this compatibility in the following picture for the convenience of the reader:

zα

zβ zδ

zγ

x1 x2

y1

y2

pr1 ◦ jK

pr2 ◦ jK

JK
J∨
K

zα+2zβ zγ +2zδ

zα+1zγ

zβ+1zδ

x1+x2

y1 + y2

2.1.4. Action of Gm. We briefly describe the action of Gm on the Poincaré torsor. To this end, we
let eJK ∈ HomJK (JK , P∨

K) and eJ∨
K
∈ HomJ∨

K
(J∨

K , P×
K ) denote the identity sections of P×

K viewed

as a JK-group scheme and a J∨
K-group scheme respectively. Restricting the short exact sequence

(2.2) of commutative J∨
K-group schemes via the identity section SpecK −→ J∨

K yields a short exact
sequence of commutative K-group schemes

1 Gm,K P×
K |JK×{0} JK 0,

eJK

which is split by the section eJK . In particular, we have P×
K |JK×{0} = Gm,JK = Gm,K × JK . By a

similar reasoning using the identity section eJ∨
K
, we also have P×

K |{0}×J∨
K
= Gm,J∨

K
. These canonical

splittings allow for a useful description of the Gm-action on P×
K in terms of the partial group laws

+2 and +1. For a (JK × J∨
K)-scheme S, consider t ∈ P×

K (S) and u ∈ Gm(S), and let (x, y) be the

image of t in (JK × J∨
K)(S). Consider a point v = vx,u ∈ P×

K (S) lying over (x, 0) and corresponding

to (u, 0) under the identification P×
K |JK×{0}(S) ≃ Gm(S)× JK(S). The action of u on the point t is

then given by

(2.6) u · t = v +2 t.

The point vx,u does not depend on t, only on x and u. The change of vx,u in the parameter x
is described by the relative group law +1, namely vx1+x2,u = vx1,u +1 vx2,u. Similarly, we have
vx,u1u2 = vx,u1 +2 vx,u2 .

Instead of using the point (x, 0), one could work with (0, y) and the operation +1. These two
points of view are equivalent by the compatibility between +1 and +2. As a consequence, the
Gm-action commutes with the operations +1 and +2 in the following sense. Given two points
a, b ∈ P×

K (S) lying over points of the form (x, ∗) in JK × J∨
K(S), and u, u′ ∈ Gm(S), we have

(2.7)

(u · a) +2 (u
′ · b) = (vx,u +2 a) +2 (vx,u′ +2 b)

= (vx,u +2 vx,u′) +2 (a+2 b)

= (uu′) · (a+2 b).

The same holds for +1.
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2.2. Spreading out the geometry. In the method of geometric quadratic Chabauty, it is crucial
to spread out the geometry to OK . Roughly speaking, the reason is that it is necessary to work
with finitely generated Z-modules. The module Gm(K) = K× is not finitely generated, whereas
Gm(OK) = O×

K is. Indeed, if r1 and r2 denote respectively the number of real embeddings and pairs

of complex embeddings of K, then Dirichlet’s Unit Theorem implies that δ := rankZO×
K = r1+r2−1.

2.2.1. Models over OK . Let C denote a regular proper model of CK over OK . Let Csm denote the
smooth locus of C. By properness and regularity respectively, we have the identifications

CK(K) = C(OK) = Csm(OK).

Let J and J∨ denote the Néron models over OK of JK and J∨
K respectively. Denote by J◦ and J∨,◦

the fiberwise connected components of 0 in J and J∨ respectively. The quotient J∨/J∨,◦ is an étale
group scheme over OK with finite fibers.

Suppose that CK(K) is non-empty, and let b ∈ CK(K) be a fixed rational point. Such a choice
yields an Abel–Jacobi embedding jb : CK ↪→ JK , by sending a point x to the linear equivalence
class of the divisor (x)− (b). The map jb extends uniquely to a morphism

jb : C
sm −→ J

over OK by the Néron Mapping Property. The extension of the Poincaré biextension to SpecOK is
supplied by work of Grothendieck.

Proposition 2.2. The Poincaré torsor P×
K extends uniquely to a biextension P× of (J,J∨,◦) by

Gm. In particular, given an OK-scheme S and two points (x, y), (x, y′) ∈ J× J∨,◦(S), there is an
isomorphism

(2.8) (x, y)∗P⊗ (x, y′)∗P ≃ (x, y + y′)∗P,

where P is the line bundle over J× J∨,◦ corresponding to P×.

Proof. This is [20, VIII. Theorem 7.1(b) & Remark 7.2]. □

We denote the structure morphism of this Gm-torsor by j : P× −→ J × J∨,◦. The uniqueness
of the extension follows from the connectedness of J∨,◦. We remark that the commutative group
scheme extension structures and their compatibilities discussed in Section 2.1.3 extend to the integral
version P×.

2.2.2. Integral points on the Poincaré torsor. We show how to lift certain integral points on J×J∨,◦

across the structure map j : P× −→ J × J∨,◦. Let (x, y) be an OK-point of J × J∨,◦, and let
(x, y)∗P× be the pull-back of P× to OK , as pictured in the Cartesian diagram

(2.9)

(x, y)∗P× P×

SpecOK J× J∨,◦.

□
(x,y)

Lifting the point (x, y) to P× amounts to finding a section of the torsor (x, y)∗P× −→ SpecOK .
In the case K = Q, all Gm-torsors are trivial over SpecZ and thus admit a section over Z, which

is unique up to Gm(Z) = {±1}. A lift of the integral point (x, y) to P× therefore always exists. In
the case of a general number field K, it is not always possible to lift an OK-point (x, y) of J× J∨,◦

to P× when the class number h of K is non-trivial. However, the previous argument carries over to
OK-points of the form (x, h · y).

Lemma 2.3. Any OK-point of J× J∨,◦ of the form (x, h · y) with (x, y) ∈ J× J∨,◦(OK) admits a
lift to an OK-point of the Poincaré torsor P×. This lift is unique up to multiplication by an element
of O×

K .
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Proof. We repeatedly apply (2.8) to obtain an isomorphism ((x, y)∗P)⊗h ≃ (x, h · y)∗P of line
bundles over SpecOK . It follows that (x, h · y)∗P× is trivial as a Gm-torsor over OK , since Pic(OK)
has size h. □

3. Construction of the torsor T

The goal of this section is to construct a certain Gρ−1
m -torsor T over J along with a lift of the

Abel–Jacobi map jb : C
sm −→ J. Here ρ denotes the rank of the Néron-Severi group of JK . We

begin by constructing the corresponding torsor TK over JK , and then proceed to spread out the
geometry. Once the torsor T has been defined, we construct the desired lift of the Abel–Jacobi map.

3.1. Trivialization of the Poincaré torsor. Let λ : JK
∼−→ J∨

K be the canonical principal
polarization defined in Section 2.1.1. By functoriality of Pic, we have a commutative diagram of
commutative K-group schemes with exact rows

(3.1)

0 J∨
K PicJK/K NSJK/K 0

0 JK PicCK/K ZK 0.

−λ−1≀

π

j∗b j∗b,NS

deg

Here NSJK/K denotes the Néron–Severi group scheme of JK , i.e., the étale K-group scheme of
components of the Picard scheme associated to JK . Note that we have used the fact that the map
induced by jb on Pic0 via pull-back agrees with −λ−1. It is in particular an isomorphism.

Let Hom(JK , J∨
K)+ ⊂ Hom(JK , J∨

K) denote the closed subgroup scheme of self-dual homomor-
phisms. We refer to [18, Proposition 7.14 & §7.18] for questions of representability. There is a
map

φ : PicJK/K −→ Hom(JK , J∨
K)+,

defined by sending the class of a line bundle L to the map φL, which maps a closed point x ∈ JK
to [t∗x L ⊗ L−1], where tx : JK −→ JK denotes the translation by x. The kernel of φ is equal to
Pic0JK/K = J∨

K , and the map φ induces an isomorphism of K-group schemes [18, Corollary 11.3]

(3.2) φ̃ : NSJK/K
∼−→ Hom(JK , J∨

K)+.

Definition 3.1. At the level of K-points, we define the group Hom(JK , J∨
K)+0 to be

Hom(JK , J∨
K)+0 := ker

(
j∗b,NS ◦ φ̃−1 : Hom(JK , J∨

K)+ −→ Z
)
.

Proposition 3.2. For all f ∈ Hom(JK , J∨
K)+0 , there exists a unique element cf ∈ J∨

K(K) with the

property that the Gm-torsor j∗b (id, tcf ◦f)∗P
×
K over CK is trivial. In particular, for all n ∈ Z≥1, its

nth power j∗b (id, n · ◦ tcf ◦f)∗P
×
K is also trivial.

Proof. At the level of K-points, the diagram (3.1) gives rise to the commutative diagram

(3.3)

Hom(JK , J∨
K)+0

ker(j∗
b,K

) ker(j∗
b,K,NS

)

0 J∨
K(K) Pic(JK) NSJK/K(K) 0

0 JK(K) Pic(CK) Z 0.

s1

s2

∼

−λ−1≀

π

j∗
b,K

j∗
b,K,NS

deg
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The map π in the first short exact sequence of this diagram admits two splittings when restricted to
Hom(JK , J∨

K)+0 , which is viewed as a subgroup of ker(j∗
b,K,NS

) via the map φ̃−1. The first section

s1 : Hom(JK , J∨
K)+ −→ Pic(JK)

is defined by mapping a self-dual homomorphism f defined over K to the isomorphism class of
the Gm-torsor L×

f := (id, f)∗P×
K on JK , which is an element of Pic(JK) ⊂ Pic(JK). We observe,

by [18, Proposition 11.1], that

φ̃ ◦ π ◦ s1(f) = φLf
= f + f∨ = 2f.

The second splitting is given by inverting π on ker(j∗
b,K

), i.e., by

s2 : Hom(JK , J∨
K)+0 ↪→ ker(j∗

b,K,NS
)

π−1

−→ ker(j∗
b,K

) ⊂ Pic(JK).

Again the image of s2 lies in Pic(JK). Given f ∈ Hom(JK , J∨
K)+0 we define

cf := 2s2(f)− s1(f) ∈ Pic(JK).

As cf ∈ ker(π), we thus have cf ∈ J∨
K(K). We observe that for a line bundle L on JK corresponding

to a closed point x ∈ J∨
K , we have

(id, f)∗
(
(id× tx)

∗PK

)
≃ (id, f)∗

(
PK ⊗ pr∗1L

)
≃ (id, f)∗PK ⊗ L,

where pr1 is the projection JK × J∨
K −→ JK . By construction, cf is therefore the unique element in

J∨
K(K) such that

s1(f) + cf = [(id, tcf ◦f)
∗P×

K ] ∈ ker j∗b .

□

Remark 3.3. Proposition 3.2 defines a homomorphism Hom(JK , J∨
K)0 −→ J∨

K(K) mapping f
to the point cf . The association takes the line bundle Lf := (id, f)∗PK on JK and pulls its
back to the degree 0 line bundle j∗bLf on CK . The latter is naturally an element of JK(K). Then
cf := λ(j∗bLf ) ∈ J∨

K(K). Indeed, Lf+cf ∈ Pic(JK) satisfies j∗b (Lf+cf ) = j∗bLf−λ−1(cf ) = 0. With
this description in hand, it becomes apparent that cf is a Zhang point, as defined in [14, Definition
3.3.1]. In the notation therein, cf = P (Lf , λ, idJK , b). It follows that 2cf is a Chow–Heegner point
associated with the modified diagonal cycle on (CK)3 based at b [14, Proposition 3.3.3]. For details
about Chow–Heegner points attached to diagonal cycles we refer to [12,13]. Such points naturally
arise in the context of bounding rational points on modular curves in [16]. Computing the points
cf , which is required for any explicit implementation of the geometric method of this paper, is of
independent interest.

The group NSJK/K(K) is a finitely generated free Z-module whose rank is denoted by ρ and
called the Picard number of JK . The kernel ker(j∗b,NS : NSJK/K(K) −→ Z) is a free Z-module of

rank ρ− 1, and so is the group Hom(JK , J∨
K)+0 .

Notation 3.4.

• Let f1, . . . , fρ−1 be a basis of Hom(JK , J∨
K)+0 .

• For each i = 1, . . . , ρ − 1, let ci := cfi ∈ J∨
K(K) be the element corresponding to fi in

Proposition 3.2.
• For each integer n ∈ Z≥1, denote by αn,i,K the map

αn,i,K : JK
(id,n·◦ tci ◦fi)−−−−−−−−→ JK × J∨

K .
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Definition 3.5. By Proposition 3.2, the pull-back j∗b
(
α∗
n,i,KP×

K

)
is a trivial Gm-torsor over CK . In

other words, it admits a section over CK . This gives rise to a lift of jb, unique up to K×, which we

shall fix and denote by j̃
(n,i)
b . This is pictured in the diagram

(3.4)

α∗
n,i,KP×

K P×
K

CK JK JK × J∨
K .

□
jb

j̃
(n,i)
b

αn,i,K

3.2. Definition of the torsor. We introduce and recall some notations, and refer the rest to
Section 2.2.1. Let n be the product of prime ideals in OK such that C is smooth away from
Spec(OK/n). Let Φ∨ = J∨/J∨,◦ be the group scheme of connected components of J∨. It is trivial
outside OK/n with finite étale fibers over OK/n. Let m denote the least common multiple of the
exponents of Φ∨(F̄q) over all prime ideals q of OK . Finally, recall that h denotes the class number
of K.

By the Néron Mapping Property, for each i ∈ {1, . . . , ρ− 1}, the maps
fi : JK −→ J∨

K

tci : J
∨
K −→ J∨

K

hm· : J∨
K −→ J∨

K

extend uniquely to


fi : J −→ J∨

tci : J
∨ −→ J∨

hm· : J∨ −→ J∨.

The map αhm,i,K : JK −→ JK × J∨
K therefore extends uniquely to a map of OK-schemes

αhm,i = (id, hm · ◦ tci ◦fi) : J −→ J× J∨.

The integer m is chosen so that the image of this map lies in J× J∨,◦.

Definition 3.6. Taking the product over i ∈ {1, . . . , ρ− 1}, we obtain the OK-morphism

α = (id, (hm· ◦ tc ◦f)) := (id, (hm· ◦ tci ◦fi)
ρ−1
i=1 ) : J −→ J× (J∨,◦)ρ−1.

Consider the map P× −→ J× J∨,◦ −→ J defined as the composition of the structure map j with
the first projection. Using this morphism, we form the (ρ− 1)-fold self-product

P×,ρ−1 := P× ×J . . .×J P×.

We naturally have a morphism P×,ρ−1 −→ J× (J∨,◦)ρ−1, which endows P×,ρ−1 with the structure

of a Gρ−1
m -torsor over J× (J∨,◦)ρ−1. This leads to the following key construction.

Definition 3.7. Define the Gρ−1
m -torsor T over J to be the pull-back of the Gρ−1

m -torsor P×,ρ−1

over J× (J∨,◦)ρ−1 by the map α, i.e.,

T := P×,ρ−1 ×α J = α∗P×,ρ−1 = (id, hm · ◦ tc1 ◦f1)∗P× ×J . . .×J (id, hm · ◦ tcρ−1 ◦fρ−1)
∗P×.

3.3. Lifting the Abel–Jacobi map. By taking the product over i of the lifts j̃
(hm,i)
b of Definition

3.5, we obtain a lift j̃b of jb to TK := T×J JK , as pictured in the commutative diagram

(3.5)

TK P×,ρ−1
K

CK JK JK × (J∨,0
K )ρ−1,

□

jb

j̃b

αK

where αK denotes the base change of the map α to K.
The goal is to extend this diagram over OK . However, lifting the map jb : Csm −→ J to the

torsor T is generally not possible, the problem being that the fibers Csm
Fq

:= Csm ×SpecOK
SpecFq,

for primes q|n, may contain too many components. To remedy this, we consider one geometrically
irreducible component in each such fiber at a time.
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Definition 3.8. Let U ⊂ Csm be an open subscheme obtained by removing, for every q|n, all but
one irreducible component of Csm

Fq
that is furthermore geometrically irreducible. We will lift the

map jb to a map j̃Ub : U −→ T for each such open subscheme U.

Remark 3.9. We first remark that such a subscheme U exists under the assumption that CK

admits a K-rational point. Secondly, for the purpose of determining the set of rational points
CK(K) = Csm(OK), it suffices to consider subschemes of the form U, as there are finitely many of
them and each point in Csm(OK) lies in exactly one such U. Both remarks follow from the following
simple lemma.

Lemma 3.10. Let X be an irreducible variety over a field k that admits a smooth k-rational point.
Then X is geometrically irreducible.

Proof. Let A = Γ(U,OX) be the ring of functions on a normal affine open neighborhood U of
the smooth rational point. Then A admits a map A −→ k of k-algebras. Let k′ be the separable
algebraic closure of k in the function field k(X) = Frac(A). Since U is normal, we have k′ ⊂ A which
forces k′ = k. This is equivalent to X being geometrically irreducible by [21, Corollaire 4.5.10]. □

The construction of the desired lift of jb is analogous to the one in [17, §2], except that we pull
back P× via morphisms of the form (id, hm· ◦ tc ◦f) : J −→ J× J∨,◦, where in the second factor we
incorporate an additional multiplication by the class number h to ensure the existence of such a lift.

Proposition 3.11. Let U be an open subscheme of Csm as in Definition 3.8. There exists a lift j̃Ub
of jb|U to T, unique up to O×,ρ−1

K , which makes the following diagram commute:

(3.6)

T P×,ρ−1

U Csm J J× (J∨,◦)ρ−1.

□
j̃Ub

jb α

Proof. The restriction of the torsor (id,m · ◦ tci ◦fi)∗P× to U gives an element of Pic(U), whose
pull-back to CK equals j∗bα

∗
m,i,KP×

K and is trivial by Proposition 3.2. In other words, when restricted

to U, the torsor (id,m · ◦ tci ◦fi)∗P× gives rise to an element of the kernel ker(Pic(U) −→ Pic(CK)).
Note that we have an isomorphism of line bundles

(3.7) (id, hm · ◦ tci ◦fi)∗P ≃ ((id,m · ◦ tci ◦fi)∗P)⊗h,

obtained by using (2.8). By Lemma 3.12 below, we conclude that (id, hm · ◦ tci ◦fi)∗P× becomes a

trivial Gm,U-torsor when restricted to U. It follows that T pulls back to the trivial Gρ−1
m,U-torsor

over U. In particular, the map jb|U admits a lift to T, which is unique up to Gρ−1
m (U). The latter

is equal to (OU(U)×)ρ−1 = (O×
K)ρ−1 by Lemma 3.12 below. □

The following lemma is used in the proof above.

Lemma 3.12. Let U be an open subscheme of Csm as in Definition 3.8. Then OU(U) = OK and
the kernel of the restriction ker(Pic(U) −→ Pic(CK)) is h-torsion. In other words, given a line
bundle L over U, which is trivial over the generic fiber CK , its h-th power L⊗h is trivial over U.

Proof. By construction, U is regular and thus locally factorial. We do therefore not distinguish
between isomorphism classes of line bundles and Weil divisors. Let D be a vertical divisor on U,
i.e., a divisor that does not intersect the generic fiber CK . We claim that hD = 0 in Pic(U). As
every irreducible vertical divisor on U is of the form Up for some prime p of OK , we may write hD
as
∑

p hnpUFp , where np = 0 for almost all p. Clearly, hD is the image of the divisor
∑

p hnpp along

the natural map Pic(OK) −→ Pic(U), which is trivial since Pic(OK) has size h.
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Now let D be a general element of Pic(U), viewed as a Weil divisor on U, that lies in the
kernel ker(Pic(U) −→ Pic(CK)). In other words, the restriction of D to CK is a principal divisor
DK = div(f) for some f in the function field of CK . Then div(f) extends to a principal divisor on
U, which differs from D only by a vertical divisor. The lemma thus follows. □

Remark 3.13. When h = 1, the lemma simply says that the restriction Pic(U) −→ Pic(CK) is
injective. This map is of course not in general injective when h ̸= 1. Indeed, in this case it suffices
to take D = Up ∈ Div(U), where p is a non-principal prime ideal of OK .

4. The main theorem

In this section, we state a precise version of the main theoretical result of the article. We give a
detailed description of the strategy of the geometric quadratic Chabauty method.

Assumption 4.1. Throughout, we make the following assumptions on the prime p.

(a) The curve CK has good reduction at each prime p1, . . . , ps of K that lies above p.
(b) Each pi satisfies e(pi/p) < p− 1.
(c) The prime p does not divide |O×

K,tors|.

Note that the first condition is equivalent to requiring that pi ∤ n for each i ∈ {1, . . . , s}, and that
Assumption 4.1 excludes only finitely many primes.

Remark 4.2. We comment on the use and necessity of Assumption 4.1. Condition (a) on good
reduction is used in the beginning of Section 6 to argue that the tangent map of the lifted Abel–Jacobi
map on p-adic residue disks is injective. It is worth mentioning that the idea of using primes of bad
reduction in the Chabauty–Coleman method has been explored in [25, 26, 34]. Condition (b) on the
ramification degree not being too large is used to deduce that the kernel of reduction J(OK)0 is a
free Z-module (see Section 4.2), and to prove the integrality of certain power series defining formal
exponential and logarithm maps (see the proof of Proposition 5.18). The condition excludes the
case p = 2 even though this case can be particularly interesting, see for instance [31]. Similarly, the
case p = 2 is excluded in [17], as well as in the geometric linear Chabauty method [22]. Condition
(c) is used in the proof of Proposition 5.9 below.

Notation 4.3.

• Let OK,p := OK ⊗ Zp be the p-adic completion of OK . It is isomorphic to the product of
the pi-adic completions OK,p1 × . . .×OK,ps .

• Let OK,p := (OK ⊗ Fp)red ≃ Fp1 × . . .× Fps .
• For any OK-scheme X, we have natural identifications

X(OK,p) =
s∏

i=1

XOK,pi
(OK,pi) and X(OK,p) =

s∏
i=1

XFpi
(Fpi).

We denote the natural reduction map by

red : X(OK,p) −→ X(OK,p).

• Given a point x ∈ X(OK,p), we denote by X(OK,p)x the set red−1(x), namely the residue
disk in X(OK,p) of points that reduces to the point x. Likewise, we denote by X(OK)x the
pre-image of X(OK,p)x under the natural inclusion X(OK) ↪−→ X(OK,p), which consists of
rational points in the residue disk X(OK,p)x.

Remark 4.4. The reason for working with all primes above p simultaneously, as opposed to fixing
a single prime, is explained in Section 1.9.
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4.1. Revisiting the strategy. Let U be an open subscheme of Csm as in Definition 3.8. Let u be
an element in the finite set U(OK,p), and let t := j̃Ub (u) ∈ T(OK,p) be its image in T under the

lift j̃Ub : U −→ T of Proposition 3.11. Note that Csm(OK) is the disjoint union of U(OK) for the
finitely many choices of U’s by Remark 3.9, and each U(OK) is the disjoint union of finitely many
residue disks U(OK)u. Thus, for the purposes of this work, it suffices to bound the size of U(OK)u
for each U and each point u ∈ U(OK,p).

The key idea of the approach can be represented using the commutative diagram

(4.1)

U(OK)u U(OK,p)u

T(OK)t Yt T(OK,p)t,

j̃Ub j̃Ub

where the top horizontal arrow is induced by the inclusion OK ↪→ OK,p, and Yt := T(OK)t
p

denotes the p-adic closure of T(OK)t in T(OK,p)t. We view U(OK)u and U(OK,p)u as a subsets of

T(OK)t and T(OK,p)t respectively via the map j̃Ub . In particular, we have inclusions U(OK)u ↪→
U(OK,p)u ∩Yt. As explained in the introduction, the goal is to bound the intersection

(4.2) U(OK,p)u ∩Yt,

which takes place in the p-adic analytic manifold T(OK,p)t.

Remark 4.5. For this intersection to have a chance to be finite, some condition must be imposed
in the style of the original Chabauty condition r < g. We will come back to this point in Section
4.3 after stating the main technical result of the paper.

4.2. The key technical result. We give a description of Yt, which is a crucial ingredient in
bounding the intersection (4.2).

Notation 4.6.

• Recall that r := rankZ JK(K) is the Mordell–Weil rank of JK over K.
• Let J(OK)0 denote the subgroup of JK(K) = J(OK) given by kernel

J(OK)0 := ker
(
red : J(OK) −→ J(OK,p)

)
.

• Let q∗ denote the exponent of Gm(OK,p), i.e., the least common multiple of qi−1 = #Fpi−1
for i ∈ {1, . . . , s}.
• For each i ∈ {1, . . . , s}, let ki = kpi = epifpi be the Zp-rank of OK,pi . Note that the rank of
OK,p as a Zp-module is

∑
pi|p ki = d, where d is the degree of K over Q.

By Assumption 4.1 (b) on p, for each i ∈ {1, . . . , s}, the reduction J(OK) −→ J(Fpi) is injective
on the torsion points of J(OK) by [27, Appendix]. Hence J(OK)0 is a free Z-module of rank r. We
fix a basis x = {x1, . . . , xr}.

The idea is to parametrize the p-adic closure Yt = T(OK)t
p
using the set

(Gρ−1
m (OK)tf × J(OK)jb(u))⊗ Zp,

where the subscript “tf” stands for the torsion free quotient viewed as a free subgroup of Gρ−1
m (OK)

via a fixed lift Gρ−1
m (OK)tf −→ Gρ−1

m (OK). In Section 5.1 (see Definition 5.7), we will define a map

E′ : Gρ−1
m (OK)tf × J(OK)jb(u) −→ T(OK,p)t,

which depends on an initial choice of finitely many points of P×,ρ−1(OK), a choice which itself
depends on the basis x fixed above. The map E′ enjoys the following properties (see Propositions
5.9 and 5.10):
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Proposition 4.7. Upon fixing a basis for the free Z-module Gρ−1
m (OK)tf ⊂ Gρ−1

m (OK), and iden-

tifying the set Gρ−1
m (OK)tf × J(OK)jb(u) with Zδ(ρ−1)+r using the basis x above, the map E′ can

be viewed as a map Zδ(ρ−1)+r −→ T(OK,p)t. With respect to these choices of bases, E′ admits an
explicit description in terms of the partial composition laws of Section 2.1.3, and satisfies

(4.3) E′(q∗Zδ(ρ−1)+r) ⊂ T(OK)t ⊂ E′(Zδ(ρ−1)+r),

where q∗ is the integer defined in Notation 4.6.

From now on, we fix a basis u = {u1, . . . , uδ} of Gρ−1
m (OK)tf ⊂ Gρ−1

m (OK) and view E′ as a map

Zδ(ρ−1)+r −→ T(OK,p)t. The domain of this map is a dense subspace of Zδ(ρ−1)+r
p endowed with the

p-adic topology. On the other hand, the target space T(OK,p)t naturally carries a p-adic topology.
In Section 5.2, we “p-adically interpolate” the map E′ to get the following result:

Theorem 4.8. With respect to the fixed bases x and u above, there is a unique continuous map
κ = κx,u making the diagram

Zδ(ρ−1)+r T(OK,p)t

Zδ(ρ−1)+r
p

E′

∃!κ

commute. We call the map κ the p-adic interpolation of E′ (with respect to the bases x and u).
Moreover, the choice of a regular system of parameters tp for T −→ J at tp ∈ T(Fp) for each p, as well

as an isomorphism of Zp-modules OK,p ≃ Zkp
p , yields a homeomorphism t̃ : T(OK,p)t ≃ Z(g+ρ−1)kp

p

and uniquely determines a (g + ρ− 1)d-tuple of convergent power series κi ∈ Zp⟨z1, . . . , zδ(ρ−1)+r⟩
such that

t̃ ◦ κ = (κ1, . . . , κ(g+ρ−1)d) : Zδ(ρ−1)+r
p −→ Z(g+ρ−1)d

p .

Thus, κ is a map of p-adic analytic manifolds.

Remark 4.9. A lot of dependencies have been suppressed in the above notations. The map κ of
Theorem 4.8 depends on the point t ∈ T(OK,p) and a choice of lift t̃ in T(OK), the choice of basis
x for the free Z-module J(OK)0, the finitely many choices of initial points of Pρ−1(OK) needed
to define the map E′, and finally the basis u for the free Z-module Gm(OK)tf ⊂ Gm(OK). Note
however, that κ does not depend on the choice of local parameters for T(OK,p)t, even though its
expression in terms of convergent p-adic power series does.

Corollary 4.10. The image of the map κ is the p-adic closure Yt = T(OK)t
p
.

Proof. Since Zδ(ρ−1)+r
p is compact and κ is continuous, the image of κ is closed in T(OK,p)t. Since

κ extends E′, the second containment of (4.3) implies that Imκ contains T(OK)t, and thus also

contains Yt. On the other hand q∗Zδ(ρ−1)+r is dense in Zδ(ρ−1)+r
p since q∗ is coprime to p. By

continuity of κ, we have

Imκ = E′
(
q∗Zδ(ρ−1)+r

)
⊂ E′(q∗Zδ(ρ−1)+r) ⊂ Yt = T(OK)t

p
,

where the last containment uses the first inclusion of (4.3). This concludes the proof. □

In Section 6, we use the map κ to pull-back the p-adically convergent power series cutting out
U(OK,p)u inside T (OK,p)t. These pull-backs belong to R := Zp⟨z1, ..., zδ(ρ−1)+r⟩ and generate an
ideal IU,u = IU,u,κ whose precise definition is given in Definition 6.1. The more precise form of
Theorem 1.1 is then the following, which we prove in Section 6:
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Theorem 4.11. If AU,u :=
(
R/IU,u

)
⊗Fp is finite dimensional over Fp, then the number of rational

points in U(OK)u is finite and bounded by

|U(OK)u| ≤ dimFp AU,u.

As discussed in the introduction, we expect this bound to prove useful in determining the rational
points of curves in many new examples.

4.3. Chabauty conditions. We end this section with a discussion of the Chabauty condition. We
retain all notations and assumptions from the previous sections, in particular Assumption 4.1 on
the prime p.

For each prime p above p, the scheme T×OK
SpecOK,p is smooth over OK,p of relative dimension

g + ρ − 1 and the set T(OK,p) is equipped with the structure of a p-adic analytic manifold of
dimension (g + ρ− 1)kp. In particular, T(OK,p) is a p-adic analytic manifold of dimension

(g + ρ− 1)
∑
p|p

kp = (g + ρ− 1)d.

By Theorem 4.8 and Corollary 4.10, the p-adic analytic submanifold Yt = T(OK)t
p
is parametrized

by Zδ(ρ−1)+r
p via the map of p-adic analytic manifolds κ : Zδ(ρ−1)+r

p ↠ Yt. The dimension of the
p-adic analytic manifold Yt is therefore bounded above by

dimYt ≤ δ(ρ− 1) + r.

Finally, we observe that U(OK,p) has dimension d as a p-adic analytic manifold.
A necessary condition for the intersection U(OK,p)u ∩Yt in (4.2) to be finite is the inequality on

dimensions of p-adic analytic manifolds

codimU(OK,p) + codimYt ≥ dimT(OK,p),

where the codimensions are taken with respect to the ambient manifold T(OK,p). This inequality is
satisfied if we require the weaker inequality

δ(ρ− 1) + r ≤ (g + ρ− 2)d,

which in turn is equivalent to the condition

(4.4) r ≤ (g − 1)d+ (ρ− 1)(r2 + 1).

Definition 4.12. We say that a smooth, projective and geometrically connected curve CK of genus
g ≥ 2 over a number field K satisfies the geometric quadratic Chabauty condition if the inequality
(4.4) holds.

Remark 4.13. The term “geometric” distinguishes condition (4.4) from other Chabauty type
conditions associated to the various methods discussed in Sections 1.2 and 1.4. We briefly compare
these conditions:

• When K = Q, the condition (4.4) becomes r ≤ g + ρ− 2, which is the same condition as in
the geometric quadratic Chabauty method over Q of Edixhoven and Lido [17] discussed in
Section 1.3.
• Siksek [32] extended the classical Chabauty–Coleman method to arbitrary number fields
using Weil restrictions. This is the Restriction of Scalars (RoS) Chabauty method of Section
1.4.2. The method is expected to be successful when r ≤ (g − 1)d and certain additional
conditions are assumed (see the discussion in Sections 1.4.2 and 1.4.3). Under such conditions,
the geometric quadratic Chabauty method is thus expected to go beyond the RoS Chabauty
method.
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• In their recent work [2], Balakrishnan, Besser, Bianchi, and Müller extended the method
of quadratic Chabauty to number fields in the case of hyperelliptic or bielliptic curves. In
Section 1.4.3, we referred to this method as the effective RoS quadratic Chabauty method.
It performs under the relaxed condition r ≤ (g − 1)d + r2 + 1. The geometric Chabauty
condition agrees with this when ρ is equal to 2, and in fact generalizes this bound for ρ ≥ 2.
• Dogra [15] has recently proved that, under the extra condition (1.5) on JK and K, a certain
“arithmetic quadratic Chabauty condition” implies that the set CK(Kp)2 appearing in the
RoS Chabauty–Kim method of Section 1.4.3 is finite for some p above the split prime p.
If one assumes the finiteness of the p-primary part of the Shafarevich–Tate group for JK ,
then the aforementioned Chabauty condition of Dogra is (a slightly relaxed version of) the
geometric condition (4.4). We refer to [15, Proposition 1.1 & Remark 1.5] for further details.

5. The parametrization of Yt

We retain the notations of Section 4. The goal of this section is to prove Theorem 4.8, i.e., to
describe the p-adic closure Yt of T(OK)t inside T(OK,p)t.

5.1. Construction of the map E′. We construct the map E′ of Proposition 4.7. This map, and
subsequently its p-adic interpolation κ of Theorem 4.8, depends on the choice of r2 + 2r initial
points in P×,ρ−1(OK). The definition of E′ is achieved in 3 steps.

Notation 5.1.

• Fix a basis x = {x1, . . . , xr} of the free Z-module J(OK)0 = ker
(
J(OK) −→ J(OK,p)

)
.

• Recall that u is a fixed OK,p-point of U and t = j̃Ub (u). Denote by t̃ any lift of t to an
OK-point of the torsor T. Such a lift is assumed to exist, as otherwise U(OK)u = ∅, and we
are done. Denote by xt̃ its image in J(OK).

• Let T(OK)jb(u) be the set of points of T(OK) whose image in J(OK,p) is jb(u).

For the reader’s convenience, the points and sets are pictured in the following diagrams:

t t̃

u jb(u) xt̃

red

jb

j̃Ub

red

T(OK)t ⊂ T(OK)jb(u)

U(OK)u J(OK)jb(u).
jb

j̃Ub

5.1.1. Construction of the map D. The first step is the construction of a section

D : J(OK)jb(u) −→ T(OK)jb(u),

essentially by choosing a lift for each point x ∈ J(OK)jb(u). This can be done in a coherent
way using the biextension laws (important for the p-adic interpolation below), once we choose
finitely many initial points Pi,j , Ri, Sj ∈ P×,ρ−1(OK), 0 ≤ i, j ≤ r, lifting the following points of
J× (J∨,◦)ρ−1(OK):

Pi,j 7−→
(
xi, f(hmxj)

)
=
(
xi, hmf(xj)

)
,

Ri 7−→
(
xi, (hm· ◦ tc ◦f)(xt̃)

)
,

Sj 7−→
(
xt̃, f(hmxj)

)
=
(
xt̃, hmf(xj)

)
.

Here f is given by the functions fi of Notation 3.4. Note that the points to be lifted are of the
form (∗, h · ∗), and the existence of such lifts is guaranteed by Lemma 2.3. Note also that unlike the
situation of [17], these lifts are no longer defined up to a finite choice, as they are now parametrized

by Gρ−1
m (OK).
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As a set, J(OK)jb(u) = xt̃ + J(OK)0 = xt̃ +
⊕r

i=1 Zxi is in bijection with Zr: any point of

J(OK)jb(u) can be expressed as xn := xt̃ +
∑r

i=1 nixi for a unique n ∈ Zr. Given n ∈ Zr, we will
now define a lift D(n) := D(xn) of xn using the above initial points and the biextension laws. Define

A(n) :=
∑

2,jnj ·2 Sj 7−→
(
xt̃, hmf

(∑
i nixi

))
,

B(n) :=
∑

1,ini ·1 Ri 7−→
(∑

i nixi, (hm· ◦ tc ◦f)(xt̃)
)
,

C(n) :=
∑

1,ini ·1
(∑

2,jnj ·2 Pi,j

)
7−→

(∑
i nixi, hmf

(∑
i nixi

))
.

Here ·1 and ·2 denote the iterations of the operations +1 and +2 respectively, and similarly for
∑

1
and

∑
2. We then define

D(n) :=
(
C(n) +2 B(n)

)
+1

(
A(n) +2 t̃

)
,

lying over the point(
xn, α(xn)

)
:=

(
xt̃ +

∑
i

nixi,
(
hm· ◦ tc ◦f

)(
xt̃ +

∑
i

nixi

))
in J × (J∨,◦)ρ−1(OK). To see this, note that the point t̃ ∈ T(OK), when viewed as an point in
P×,ρ−1, lies over the point (xt̃, (hm· ◦ tc ◦f)(xt̃)). In particular, D(n) belongs to T(OK) and lies
above xn in J(OK)jb(u).

5.1.2. Construction of the map E. The second step is one of the main technical innovations of this
work compared to [17]: we extend D : J(OK)jb(u) −→ T(OK)jb(u) to a map

E : Gm(OK)ρ−1
tf × J(OK)jb(u) −→ T(OK)jb(u), E(ζ, x) := ζ ·D(x).

The subscript tf stands for “torsion-free quotient” as before, viewed as a subgroup of Gm(OK)ρ−1

via a map determined by an arbitrary but fixed choice of a splitting O×
K,tf −→ O

×
K . It will be

important later on that this map admits an expression in terms of +1, +2 and their iterates ·1, ·2.

Notation 5.2.

• Fix a free basis u = {u1, . . . , uδ} of O×
K,tf = Gm(OK)tf , viewed as a subgroup of O×

K via the

same choice of splitting as above.
• For each (ρ − 1)-tuple uk,l = (1, . . . , 1, uk, 1, . . . , 1) ∈ Gρ−1

m (OK), where uk sits in the l-th

coordinate, we denote the corresponding elements in P×
|J×0

(OK) above the point (xt̃, 0) by

Vk,l, in the sense of Formula (2.6) but with P× in place of P×
K . Likewise we denote the

corresponding element above (xi, 0) by Wk,l,i.

Definition 5.3. For n ∈ Zr, k ∈ {1, . . . , δ} and l ∈ {1, . . . , ρ− 1}, we define the element

Uk,l(n) := Vk,l +1

∑
1,i

ni ·1 Wk,l,i,

which represents multiplication by uk,l and lies above the point (xn, 0).

Any element of Gm(OK)ρ−1
tf can be described as ζm := (

∏δ
k=1 u

mk,l

k )ρ−1
l=1 for a unique (ρ− 1)-tuple

of δ-tuples of integers m = (mk,l) 1≤k≤δ
1≤l≤ρ−1

∈ Zδ(ρ−1). Given m = (mk,l) 1≤k≤δ
1≤l≤ρ−1

∈ Zδ(ρ−1), the map E

is described explicitly by the following formula:

(5.1) E(m,n) := E(ζm, xn) =
(∑

2,k,l
mk,l ·2 Uk,l(n)

)
+2 D(n) ∈ T(OK).

One easily checks that E(m,n) lies over the same point
(
xn, α(xn)

)
∈ J×J∨,◦(OK) as does D(n).

After all, the parameters m just encode part of the Gρ−1
m -action on the fibers, as was previously
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indicated. Passing from OK to OK,p, the contribution of the xi’s vanishes and the point becomes
(jb(u), (hm· ◦ tc ◦f)(jb(u))). In other words, we have E(m,n) ∈ T(OK)jb(u).

Proposition 5.4. The map O×,ρ−1
K,tors × Zδ(ρ−1)+r −→ T(OK)jb(u) defined by mapping (ε,m, n) to

ε · E(m,n) is bijective.

Proof. This is immediate after tracking the definitions. As n ∈ Zr varies, xn = xt̃ +
∑

i nixi runs
over all the points of J(OK) that reduce to jb(u), and D(n) provides a single point in T(OK)jb(u)
lying above xn. In particular, the map D is injective. To get all the points of T(OK)jb(u), one

needs to move these around by the simply transitive Gρ−1
m (OK)-action. Since E(m,n) = ζm ·D(n)

accounts for the torsion-free part of the action by the above discussion, what is left is the torsion
part, hence the factor O×,ρ−1

K,tors . □

5.1.3. Construction of the map E′. For the purpose of computing rational points, we wish to
parametrize T(OK)t instead of all of T(OK)jb(u). In this section, we modify the choices of initial
points in the above construction of the map E to obtain a map E′ that has the advantage that it lands
in the correct residue disk, i.e., such that E′(m,n) reduces to t in T(OK,p) for all (m,n) ∈ Zδ(ρ−1)+r.

The starting point is the following observation, which asserts that the desired property is already
satisfied by E on a certain finite index subgroup of Zδ(ρ−1)+r.

Proposition 5.5. Let q∗ be the exponent of Gm(OK,p), or in other words the least common multiple
of qi − 1 = #Fpi − 1 for i ∈ {1, 2, . . . , s}. Then

E(q∗m, q∗n) ∈ T(OK)t, for all (m,n) ∈ Zδ(ρ−1)+r.

Proof. We need to show that E(q∗m, q∗n) reduces to the point t in T(OK,p). To that end, we
consider the elements

A(q∗n), B(q∗n), C(q∗n), Uk,l(q
∗n),

lying respectively in the fibers of the OK,p
×,ρ−1

-torsor P×,ρ−1(OK,p) above the points

(jb(u), 0), (0, (hm· ◦ tc ◦f)(jb(u))), (0, 0), (jb(u), 0).

The OK,p
×,ρ−1

-torsors obtained from P×,ρ−1 by taking the fibers over each of these points in

J×J∨,◦(OK,p) are all trivial, as at least one coordinate is zero in each case. That is, they are groups

isomorphic to OK,p
×,ρ−1

, whose group operation is given by +2 in the cases of A and the Uk,l’s, by
+1 in the case of B, and by either of the two operations in the case of C, since +1 and +2 agree
above the point (0, 0). By linearity of their definitions, we obtain

A(q∗n) = q∗ ·2 A(n) = 1, B(q∗n) = q∗ ·1 B(n) = 1, Uk,l(q
∗n) = q∗ ·2 Uk,l(n) = 1,

as elements of OK,p
×,ρ−1

. Finally, for C we have

C(q∗n) = q∗ ·1
(∑

1,i
ni ·1

(∑
2,j

q∗nj ·2 Pi,j

))
= 1.

Putting these equations together, we obtain

D(q∗n) = (1 +2 1) +1 (1 +2 t) = t.

Beware of the clash of additive and multiplicative notations here. We therefore have

E(q∗m, q∗n) = q∗ ·2
(∑

2,k,l
mk,l ·2 Uk,l(q

∗n)
)
+2 D(q∗n) = 1 +2 t = t .

This verifies the claim. □
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To get the desired map Gm(OK)ρ−1
tf × J(OK)jb(u) ≃ Zδ(ρ−1)+r −→ T(OK)t, which agrees with

E on q∗Zδ(ρ−1)+r, is strictly speaking not possible. We can however still obtain a map E′ on the
entire group Zδ(ρ−1)+r that agrees with E on the subgroup q∗Zδ(ρ−1)+r, but at the cost of allowing
p-adic coefficient, i.e., a map

E′ : Gm(OK)ρ−1
tf × J(OK)jb(u) ≃ Zδ(ρ−1)+r −→ T(OK,p)t.

The following proposition is the key to defining this map.

Proposition 5.6. For any (m,n) ∈ Zδ(ρ−1)+r, there is a unique (ρ− 1)-tuple of roots of unity of

prime-to-p orders ξ(ζm, xn) = ξ(m,n) ∈ O×,ρ−1
K,p such that ξ(m,n) · E(m,n) belongs to T(OK,p)t.

Proof. There is a unique multiplicative lift of units

(5.2) ι : OK,p
×
= F×

p1 × · · · × F×
ps ↪−→ O

×
K,p1
× · · · × O×

K,ps
= O×

K,p,

which is right inverse to the reduction map, and which maps precisely onto the prime-to-p part of the
roots of unity in OK,p. Denote by ι the induced map Gρ−1

m (OK,p) −→ Gρ−1
m (OK,p) also. Since the

action of Gρ−1
m (OK,p) on T(OK,p)jb(u) (i.e., the fiber of T(OK,p) containing t) is simply transitive,

it follows that each ι(Gρ−1
m (OK,p))-orbit of T(OK,p)jb(u) contains a unique point of T(OK,p)t. The

assertion follows. □

Definition 5.7. Given the above notations, we define the map

E′ : Gm(OK)ρ−1
tf × J(OK)jb(u) ≃ Zδ(ρ−1)+r −→ T(OK,p)t, E′(m,n) := ξ(m,n) · E(m,n),

where ξ(m,n) is the (ρ− 1)-tuple of roots of unity of prime-to-p orders of Proposition 5.6.

Remark 5.8. Note that the definition of E′ depends on the fixed basis x of J(OK)0 and the initial
choice of finitely many points of Pρ−1(OK) needed to define the map D. However, it does not
depend on the choice of the basis u of Gm(OK)tf .

Proposition 5.9. The map E′ satisfies the following properties:

(1) The inclusions T(OK)t ⊆ E′(Zδ(ρ−1)+r) ⊆ T(OK,p)t hold, where T(OK) is viewed as a
subset of T(OK,p) via the canonical map.

(2) We have the equality ξ(q∗Zδ(ρ−1)+r) = 1. In particular, the maps E and E′ agree on the

subgroup q∗Zδ(ρ−1)+r.

Proof. Part (2) follows directly from Propositions 5.5 and the uniqueness of ξ(m,n) in Proposition
5.6. Let us prove (1). Given Q in T(OK)t ⊆ T(OK)jb(u), there is by Proposition 5.4 a unique ε

in O×,ρ−1
K,tors and a unique (m,n) in Zδ(ρ−1)+r such that εE(m,n) = Q. Using the fact that O×

K,tors

embeds into the prime-to-p part of O×
K,p,tors by Assumption 4.1 (c) that p does not divide |O×

K,tors|,
it follows that ε may be treated as a uniquely determined element of O×,ρ−1

K,p , whose order is finite

and coprime to p. By the uniqueness of ξ(m,n) in Proposition 5.6, we have ε = ξ(m,n), so that
Q = εE(m,n) = ξ(m,n)E(m,n) = E′(m,n). □

5.1.4. Description of E′ in terms of biextension laws. An important feature for proving a p-adic
interpolation statement (Theorem 4.8) is an explicit description of E′ in terms of the biextension
laws. The following can also be taken as an alternative construction of the map E′.

The strategy for describing E′ is to modify the choices of the initial points in the construction
of the maps D and E. Note that the images Pi,j , Ri, Sj in P×,ρ−1(OK,p) lie over points of the
form (0, ∗), (0, ∗) and (∗, 0) respectively. The fibers over these points are canonically isomorphic to

Gρ−1
m (OK,p) = OK,p

×,ρ−1
by the discussion in Section 2.1.3. The neutral element 1 in these fibers

thus makes sense, and, e.g., there is a unique ξi,j ∈ Gρ−1
m (OK,p) such that ξi,jPi,j = 1, and we set

P ′
i,j = ι(ξi,j)Pi,j , where ι is the lift (5.2). One defines points R′

i, S
′
j ∈ P×,ρ−1(OK,p) in a similar
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fashion. We similarly modify the points Vk,l and Wk,l,i of Notation 5.2. Alternatively, one can
multiply the chosen basis of the torsion-free part of OK-units u = {u1, . . . , uδ} by suitable roots of
unity of prime-to-p order in OK,p, so that the resulting units are congruent to 1 modulo pOK,p.

Using these points, we define

A′(n) =
∑

2,j
nj ·2 S′

j , B′(n) =
∑

1,i
ni ·1 R′

i, C ′(n) =
∑

1,i
ni ·1

(∑
2,j

nj ·2 P ′
i,j

)
,

and
U ′
k,l(n) := V ′

k,l +1

∑
1,i

ni ·1 W ′
k,l,i.

Proposition 5.10. With the above notations, given (m,n) ∈ Zδ(ρ−1)+r, we have

E′(m,n) =
(∑

2,k,l
mk,l ·2 U ′

k,l(n)
)
+2

((
C ′(n) +2 B

′(n)
)
+1

(
A′(n) +2 t̃

))
.

Proof. A formal computation similar to the proof of Proposition 5.5 shows that the expression
defined by the right hand side lies in T(OK,p)t. Since this expression is obtained by the same

operations in terms of +1,+2, ·1, and ·2 as E(m,n) (see (5.1)), apart from the ι(Gρ−1
m (OK,p))-action

modification of the initial points, it follows from an analogue of (2.7) that the right hand side

expression differs from E(m,n) only by ι(Gρ−1
m (OK,p))-action modification. In other words, the right

hand side must equal ξ′(m,n)E(m,n) for some ξ′(m,n) ∈ ι(Gρ−1
m (OK,p)). Using the uniqueness of

ξ(m,n) in Proposition 5.6, this proves the indicated equality. □

5.2. The p-adic interpolation. The remaining part of this section aims to prove Theorem 4.8.
This is done along the same lines as [17, §3 & §5.1], but in a more general context. We will use the
following result, whose proof will be given shortly, to deduce Theorem 4.8.

Proposition 5.11.

(1) Let X and Y be smooth schemes over OK of relative dimensions m and n respectively. Let
f : X −→ Y be a morphism of OK-schemes and let x ∈ X(OK,p) be a point. Any choice of
local parameters (see Notation 5.13) followed by restriction of scalars (see Remark 5.16)
induces identifications X(OK,p)x ≃ Zdm

p and Y (OK,p)f(x) ≃ Zdn
p such that the composition

of maps

Zdm
p ≃ X(OK,p)x

f−→ Y (OK,p)f(x) ≃ Zdn
p

is given by convergent power series with Zp-coefficients.
(2) Let G −→ Y be a smooth group scheme with identity section e, where Y is smooth over OK .

Let y ∈ Y (OK,p) be a point. The map

Z×G(OK,p)e(y) −→ G(OK,p)e(y), (z, g) 7→ z · g
extends to a map Zp ×G(OK,p)e(y) −→ G(OK,p)e(y), which describes the Zp-module action
on fibers over Y (OK,p)y, and which is given by convergent power series with Zp-coefficients
after choosing local parameters for G −→ Y at e(y) and restricting scalars.

Remark 5.12. We postpone the proof of this result to the end of this section. The proof of (1)
relies on the description of local parameters at a point x using blow-ups. The proof of (2) uses the
formal logarithm and exponential maps to interpret the action z · g as exp(z · log(g)). Since exp and
log are given by convergent power series (see Proposition 5.18 below), one can extend z · g to allow
Zp-coefficients. The proofs are technical and quite general. For the sake of clarity and readability,
we have chosen to defer them to after the proof of Theorem 4.8.

Proof of Theorem 4.8. By Proposition 5.10, the map E′ is described by the operations +1 and
+2, and their iterates ·1 and ·2. Proposition 5.11 (2) applied respectively to the group schemes
P× −→ J∨,◦ and P× −→ J, implies that the operations (n, g) 7→ n ·1 g and (n, g) 7→ n ·2 g for
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n ∈ Z extend to n ∈ Zp, and the resulting operations are given by convergent power series with

Zp-coefficients. The expression in Proposition 5.10 therefore makes sense with (m,n) ∈ Zδ(ρ−1)
p ×Zr

p.
Allowing for Zp-coefficients using the extended actions ·1 and ·2 thus gives rise via the formula in
Proposition 5.10 to the desired map

κ := κx,u : Zδ(ρ−1)+r
p −→ T(OK,p)t,

κ(m,n) :=
(∑

2,k,l
mk,l ·2 U ′

k,l(n)
)
+2

((
C ′(n) +2 B

′(n)
)
+1

(
A′(n) +2 t̃

))
,

depending on the bases x of J(OK)0 and u of Gm(OK)tf , and which by definition agrees with E′

when restricted to Zδ(ρ−1)+r ⊂ Zδ(ρ−1)+r
p .

By Proposition 5.11 (1), both operations

+1 : P
×,ρ−1 ×(J∨,◦)ρ−1 P×,ρ−1 −→ P×,ρ−1,

+2 : P
×,ρ−1 ×J P×,ρ−1 −→ P×,ρ−1

induce maps given by convergent power series over Zp on the appropriate residue disks after choosing

a regular system of local parameters inducing P×,ρ−1(OK,p)x ≃ Zd(g+g(ρ−1)+ρ−1)
p upon restricting

scalars from OK,p to Zp. Since the composition of convergent power series with Zp-coefficients
again produces convergent power series with Zp-coefficients, the map κ is indeed given by a tuple of
convergent p-adic power series. □

5.2.1. Local parameters and blow-ups.

Notation 5.13. We fix a prime p ∈ {p1, . . . , ps} above p. Denote by π a uniformizer of OK,p. Let X
be a smooth scheme over OK,p of relative dimension m. Similarly to before, for a point x ∈ X(Fp),
we denote by X(OK,p)x the set of all OK,p-points reducing to x modulo p. By smoothness, the
maximal ideal mx admits a regular system of parameters (π, t1, t2, . . . , tm).

The point x factors through the natural map Spec ÔX,x −→ X, and X(OK,p)x bijectively corre-

sponds to Spec ÔX,x(OK,p)x. The isomorphism OK [[t1, . . . , tm]] ≃ ÔX,x then shows that there is a
bijection of sets

t = (t1, t2, . . . , tm) : X(OK,p)x
∼−→ (mK,p)

m

x̃ 7−→ (t1(x̃), . . . , tm(x̃)).

After dividing by π, one gets

(5.3) t̃ =

(
t1
π
,
t2
π
, . . . ,

tm
π

)
: X(OK,p)x

∼−→ (OK,p)
m .

Let f : X −→ Y be a morphism of schemes, which are smooth over OK,p of relative dimensions
m and n respectively. Denote the analogous choice of a regular system of parameters of Y at f(x)
by s1, s2, . . . , sn, and the corresponding bijection by

s̃ : Y (OK,p)f(x) −→ (OK,p)
n.

The immediate goal is the following.

Proposition 5.14. In the above setting, the composition

f ′ : (OK,p)
m t̃−1

−→ X(OK,p)x
f−→ Y (OK,p)f(x)

s̃−→ (OK,p)
n

is given by a n-tuple of convergent power series with coefficients in OK,p.

Here by convergent power series we mean elements of OK,p⟨X1, X2, . . . , Xm⟩, the p-adic, or
equivalently π-adic, completion of OK,p[X1, X2, . . . , Xm]. The proof of Proposition 5.14 follows
closely [17, §3] by investigating the geometry of the situation.
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Proof. By shrinking X to a sufficiently small affine open neighbourhood of x, we may assume that
t1, t2, . . . , tm are regular global functions, which define an étale map

t = (t1, t2, . . . , tm) : X −→ Am
OK,p

= SpecOK,p[X1, . . . , Xm],

mapping x to the origin over Fp, i.e., the point corresponding to (π,X1, . . . , Xd). By possibly
shrinking X further, we may assume that x is in fact the only preimage of the origin.

Note that a point x̃ : SpecOK,p −→ X reduces to x if and only if the pullback of x along x̃ is the
effective Cartier divisor cut out by π. Consequently, the universal property of the blowup BlxX of
X at x implies that every x̃ ∈ X(OK,p)x factors uniquely through BlxX, and more precisely through

the open subscheme Bl
(π)
x X of BlxX, where π is the generator of the exceptional divisor. Thus, we

have a natural identification between X(OK,p)x and Bl
(π)
x X(OK,p).

Up to this identification, the map t̃ can be described as follows. We consider the analogous
construction for the Fp-origin o : SpecFp −→ Am

OK,p
from which we get BloAm

OK,p
and

Bl(π)o Am
OK,p

= SpecOK,p[X̃1, . . . , X̃m],

where in the expression above X̃i = Xi/π. Since blowing up commutes with flat base change, we
obtain a cartesian diagram of schemes

(5.4)

Bl
(π)
x X BlxX X

Bl
(π)
o Am

OK,p
BloAm

OK,p
Am
OK,p

.

t̃ □ □ t

The map t̃ of (5.3) is simply the morphism t̃ in the above diagram evaluated at OK,p-points. The
notations are therefore compatible.

The map t̃Fp , obtained from base-changing the diagram (5.4) to Fp, can be non-canonically
interpreted as the tangent map at x between the respective tangent spaces. In particular, it is
an isomorphism. Since t̃ is étale, t̃ is an isomorphism when base-changed to OK,p/(π

j) for every

j. Denoting the rings of global functions of the affine schemes in question by O(Bl(π)x X) and

O(Bl(π)o Am
OK,p

) respectively, we infer that their π-adic completions are the same, i.e.,

(5.5)
̂O(Bl(π)x X) ≃ ̂O(Bl(π)o Am

OK,p
) = ̂OK,p[X̃1, . . . , X̃m] = OK,p⟨X̃1, . . . , X̃m⟩,

both being equal to the algebra of integral formal power series converging on the unit disk.
We perform the same analysis for Y , f(x), and its fixed system of parameters si. Using again the

universal property of the blowup of Y at f(x), we obtain that f also induces a morphism

f̃ : Bl(π)x X −→ Bl
(π)
f(x)Y,

which on the level of OK,p-points may be identified with f : X(OK,p)x −→ Y (OK,p)f(x). Taking the

p-adic completion of the associated ring map O(Bl(π)f(x)Y ) −→ O(Bl(π)x X) and conjugating by the

isomorphisms (5.5) for X and Y then yields a map

OK,p⟨Ỹ1, . . . , Ỹn⟩ −→ OK,p⟨X̃1, . . . , X̃m⟩.

This is described by specifying n-tuple of elements of OK,p⟨X̃1, . . . , X̃m⟩ as images of the vari-

ables Ỹi. Since the map f ′ is obtained from the above map of rings by applying the functor
HomAlgOK,p

(−,OK,p), it follows that f
′ is described by these power series. This proves the claim. □
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Remark 5.15. It will be useful later to note that OX,x naturally embeds into
̂O(Bl(π)x X). As in the

previous proof, let us replace X by a sufficiently small affine neighbourhood of x. The maximal ideal

of OX(X) corresponding to x becomes (π) in O(Bl(π)x X), and is therefore mapped to the radical in
̂O(Bl(π)x X). There is thus an induced map OX,x −→

̂O(Bl(π)x X). Concerning the injectivity, after
taking completions at the maximal ideal, the map becomes the map

O[[X1, . . . , Xm]] ↪→ O[[X̃1, . . . , X̃m]]

given by Xi 7→ pX̃i, which is injective.

Remark 5.16. It will be beneficial to replace the power series expressions with OK,p-coefficients by
convergent power series with Zp-coefficients. To that end, we let

k = ef = rankZpOK,p,

following our earlier convention, and fix a free basis e1, e2, . . . , ek of OK,p as a Zp-module. Expressing
everything with respect to this basis, the description of maps Om

K,p −→ On
K,p in terms of power series

gives rise to a power series description of maps Zkm
p −→ Zkn

p . More precisely, upon the introduction
of formal variables Xi,j by the rule

(5.6) Xi = Xi,1e1 +Xi,2e2 + · · ·+Xi,kek,

any convergent power series f ∈ OK,p⟨X1, X2, . . . Xm⟩ can be written as

f = f1e1 + f2e2 + · · ·+ fkek,

for a unique k-tuple of power series f1, f2, . . . , fk ∈ Zp⟨Xi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ k⟩.

Remark 5.17. Keeping the notation from the proof of Proposition 5.14, the map

f̃Fp : (Bl(π)x X)Fp −→ (Bl
(π)
f(x)Y )Fp

can be identified with the tangent map of fFp : XFp −→ YFp at x. Assume that this map is injective.

By a lift of a suitable Fp-affine change of coordinates on (Bl
(π)
f(x)Y )Fp , one can ensure that the map

(f ′)# : OK,p⟨Ỹ1, . . . , Ỹn⟩ −→ OK,p⟨X̃1, . . . , X̃m⟩ is given by Ỹi 7→ X̃i for i ≤ m and by Ỹi 7→ 0 for

i > m. In other words, the parameters si and ti may be chosen so that f#(si) = ti for i ≤ m
and sm+1, . . . sn generate the kernel of the map f# : OY,f(x) −→ OX,x. In that case, X(OK,p)x is

embedded in Y (OK,p)f(x) and, in the chosen coordinates, equal to the vanishing locus of Ỹm+1, . . . , Ỹn.

As in Remark 5.16, we can identify the embedding with the affine embedding Zkm
p −→ Zkn

p , whose

image is cut out by the k(n−m) variables Ỹi,j , with m < i ≤ n and 1 ≤ j ≤ k.

5.2.2. The exp-log argument. We now focus on the special case where Y −→ SpecOK,p is a smooth
scheme of relative dimension n, and X = G is a smooth commutative group scheme over Y of
relative dimension m. Beware that m from the previous discussion corresponds to m+ n in the
situation at hand. Hopefully, this will not cause too much confusion. Let e : Y −→ G denote the
identity section. We consider a point y ∈ Y (Fp) and the map G(OK,p)e(y) −→ Y (OK,p)y.

As done previously, we may replace Y by SpecOY,y and G by GOY,y
. We fix a system of parameters

π, s1, s2, . . . , sn, which induce a bijection s̃ : Y (OK,p)y
∼−→ On

K,p.

By [33, 05D9], there is an affine open neighborhood SpecB = U ⊆ GOY,y
of e(y) such that e

factors through U and such that, denoting by I the kernel of the associated map e# : B −→ OY,y,
I/I2 is a free OY,y-module of rank m. Upon fixing elements t1, t2, . . . , tm ∈ I that form a free basis
of I/I2, the sequence π, s1, s2, . . . , sn, t1, t2, . . . , tm forms a system of parameters of GOY,y

at e(y).

This establishes a bijection (s̃, t̃) : G(OK,p)e(y)
∼−→ On+m

K,p .



28 PAVEL ČOUPEK, DAVID T.-B. G. LILIENFELDT, LUCIENA X. XIAO, ZIJIAN YAO

We consider the formal OY,y-group ĜOY,y
, i.e., the completion of GOY,y

with respect to the ideal
of the identity section. In terms of the chosen coordinates, it is the formal spectrum of the I-adic
completion of B, which in turn is the formal power series ring OY,y[[t1, t2, . . . , tm]]. The group
operation then induces a m-dimensional commutative formal group law

FG(U, V ) = (F1, . . . , Fm)(U1, . . . , Um, V1, . . . , Vm)

over OY,y, in the sense of [24]. By [24, Theorem 1], over OY,y ⊗ Q, there are mutually inverse
isomorphisms of formal group laws

FG,Q (Ĝa)
m
Q ,

log

exp

where (Ĝa)
m denotes the m-dimensional addition law given by the polynomials Ui + Vi treated

as power series over OY,y. The subscript Q denotes the “formal base change” to Q. Explicitly,
fixing a basis of invariant differentials ω1, . . . , ωm ∈

⊕m
i=1OY,y[[t1, . . . , tm]]dti of FG in the sense

of [24, Proposition 1.1], log is given by a m-tuple of formal power series

L1, L2, . . . , Lm ∈ (OY,y ⊗Q)[[t1, . . . , tm]]

characterized by the properties

(5.7) Li(0, . . . , 0) = 0, dLi = ωi, i = 1, 2, . . . ,m,

and that, additionally, each Li equals ti in degree 1. The exponential is then given as a formal inverse
to log, i.e., by a m-tuple of power series E1, E2, . . . , Em ∈ (OY,y ⊗Q)[[t1, . . . , tm]] characterized by
the identities

(5.8) Ei(L1, L2, . . . , Lm) = ti, i = 1, 2, . . . ,m.

It follows that each Ei equals ti in degrees ≤ 1.
The fibers of the map G(OK,p)e(y) −→ Y (OK,p)y naturally carry the structure of Zp-modules. In

fact, given ỹ ∈ Y (OK,p)y, the fiber over ỹ is the kernel of the reduction map Gỹ(OK,p) −→ Gỹ(Fp),
where Gỹ denotes the OK,p-group scheme obtained from G by base change along ỹ. This kernel

is the set of OK,p-points of the associated formal group, Ĝỹ(OK,p) = lim←−j
Ĝỹ(OK,p/p

jOK,p), and

the group law of Ĝỹ may be viewed as the “formal base change” of the formal group law for ĜOY,y

above. The fact that any formal group law is of the form U + V + (higher order terms) shows that

Ĝỹ(OK,p/p
jOK,p) is an abelian group annihilated by pj . This verifies the claim.

The goal is to p-adically interpolate the function z 7→ z · g for g ∈ G(OK,p)e(y), or more precisely,
to describe the action map Zp × G(OK,p)e(y) −→ G(OK,p)e(y) arising from the Zp-action on the
fibers, in terms of convergent power series. This is done by interpreting the formal logarithm and
exponential as convergent power series.

Proposition 5.18. The formal logarithm and exponential induce the mutually inverse maps log
and exp

G(OK,p)e(y) (OK,p)
n+m (OK,p)

n+m,
(s̃,t̃)

≃
log

exp

which are given by convergent power series, i.e., elements of OK,p⟨Ỹ1, . . . , Ỹn, X̃1, . . . , X̃m⟩. Given
z ∈ Zp and g ∈ G(OK,p)e(y), viewed as an element of (OK,p)

n+m via (s̃, t̃), we have the equality
z · g = exp(z · log(g)). Consequently, the action map Zp ×G(OK,p)e(y) −→ G(OK,p)e(y) is described
by convergent power series with coefficients in Zp.

Proof. Write Li =
∑

J ̸=0 ai,J t
J and Ei =

∑
J ̸=0 bi,J t

J for the formal power series, which are
respectively the components of the formal logarithm and formal exponential. It can be deduced
from the identity (5.7) that

(5.9) |J |ai,J ∈ OY,y, for all J,
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and a formal computation of the exponential based on the identities (5.8) as in [23, A.4.6], together
with (5.9), shows that

(5.10) (|J |!)bi,J ∈ OY,y, for all J.

The induced map log : On+m
K,p −→ O

n+m
K,p is then given by the identity on the first n components,

which correspond to the base Y (OK,p)y, and by the power series

(5.11) L̃i(X̃) = π−1
∑
J ̸=0

ai,J(πX̃)J =
∑
J ̸=0

π|J |−1

|J |
(|J |ai,J)(X̃)J , i = 1, . . . ,m

on the remaining components. Here |J |ai,J is considered as an element of OK,p⟨Ỹ1, . . . , Ỹm⟩ in the
sense of Remark 5.15.

Its formal inverse is given by the analogous modification of the formal exponential. Namely,
exp : On+d

K,p −→ O
n+d
K,p is given by the identity on the first n components and on the remaining m

components by the formal power series

(5.12) Ẽi(X̃) = π−1
∑
J ̸=0

bi,J(πX̃)J =
∑
J ̸=0

π|J |−1

|J |!
((|J |!)bi,J)(X̃)J , i = 1, . . . ,m,

where (|J |!)bi,J is again considered as an element of OK,p⟨Ỹ1. . . . , Ỹm⟩.
To conclude that the power series (5.11) and (5.12) define elements of the ring OK,p⟨Ỹ , X̃⟩, it is

enough to observe that the coefficients π|J |−1/(|J |!), and thereby also π|J |−1/|J |, are integral and
converge to zero p-adically as |J | → ∞. These properties hold thanks to the imposed condition
e < p− 1 in Assumption 4.1 (b) on the ramification index, since the p-adic valuations satisfy

vp

(
πk−1

k!

)
≥ k − 1

e
− k − 1

p− 1
=

(k − 1)(p− 1− e)

e(p− 1)
,

which is then non-negative for all k ≥ 1 and tends to ∞ as k →∞.
Finally, we may interpret log and exp as given by ef(n+m) power series with coefficients in Zp

following Remark 5.16. The action map Zp×G(OK,p)e(y) −→ G(OK,p)e(y) then becomes a p-adically

continuous map Zp × Zef(n+m)
p −→ Zef(n+m)

p , which extends the map

(z, g) 7→ z · g = exp(z · log(g))

from Z× Zef(n+m)
p to Zp × Zef(n+m)

p . The same is true concerning the map on Zp × Zef(n+m)
p given

by (z, g) 7→ exp(z · log(g)), and it follows that these two maps agree. In particular, the Zp-action
map is described by convergent power series with Zp-coefficients as claimed. □

5.2.3. Proof of Proposition 5.11.

Proof. As in (4.3), a point x ∈ X(OK,p) is given by a s-tuple x1 ∈ X(Fp1), . . . , xs ∈ X(Fps),
and we have X(OK,p)x =

∏s
i=1X(OK,pi)xi . Similarly, for any map f : X −→ Y of OK-schemes,

the induced map f : X(OK,p)x −→ Y (OK,p)f(x) decomposes into the product over i of the maps
f : X(OK,p)xi −→ Y (OK,p)f(xi). Part (1) thus follows from Proposition 5.14 and Remark 5.16.

Likewise, we have G(OK,p)e(y) =
∏s

i=1G(OK,pi)e(yi), and thus G(OK,p)e(y) has a Zp-module

structure on fibers over Y (OK,p)y =
∏s

i=1 Y (OK,pi)yi . By Proposition 5.18, each of the action maps
Zp ×G(OK,pi)e(yi) −→ G(OK,pi)e(yi) is given by convergent power series with Zp-coefficients. The
action map for G(OK,p)e(y) is then obtained by taking the product of the above action maps and
precomposing with Zp ×G(OK,p)e(y) −→

∏
i(Zp ×G(OK,pi)e(yi)), where Zp is embedded into the

s copies of Zp diagonally. It follows that the map has a description in terms of convergent power
series over Zp as well, which proves (2). □
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6. Bounding the number of rational points

We are now in a position to prove Theorem 4.11 of Section 4, which gives a conditional upper
bound on the size of the intersection U(OK,p)u ∩Yt.

The tangent map of the lifted Abel–Jacobi map j̃Ub : U(OK,p)up ↪→ T(OK,p)tp of Proposition 3.11
is injective at p by smoothness (Assumption 4.1 (a)). It follows, by Remark 5.17, that U(OK,p)up is
a complete intersection in T(OK,p)tp , i.e., it is cut out by g + ρ− 2 elements

fp
1 , . . . , f

p
g+ρ−2 ∈

̂O(Bl(πp)
tp (T)),

which generate the kernel of the surjection

(j̃Ub )
#
p :

̂O(Bl(πp)
tp (T)) −→ ̂O(Bl(πp)

up (U)).

After restricting scalars from OK,p to Zp (see Remark 5.16), each fp
i corresponds uniquely to a

kp-tuple (fp
i,1, . . . , f

p
i,kp

) of power series in (g + ρ− 1)kp variables with coefficients in Zp.

In conclusion, the p-adic analytic submanifold U(OK,p)u of T(OK,p)t is cut out by (g + ρ −
2)
∑

p|p kp = (g + ρ− 2)d convergent power series with coefficients in Zp. The computation of the

desired intersection is accomplished by pulling all equations back via the map of p-adic analytic

manifolds κ = κx,u : Zδ(ρ−1)+r
p −→ T(OK,p)t of Theorem 4.8 whose image is Yt by Corollary 4.10.

Definition 6.1. The elements κ∗fp
i,j , with 1 ≤ i ≤ g + ρ − 2, 1 ≤ j ≤ kp, and p|p, all lie in

R = Zp⟨z1, . . . , zδ(ρ−1)+r⟩. Let IU,u := IU,u,κ denote the ideal of R generated by these elements,
and denote by AU,u := R/IU,u the resulting quotient ring.

The intersection is algebraically expressed as the tensor product of rings, i.e., by taking the
quotient by IU,u. It follows that there is a bijection

(6.1) Hom(AU,u,Zp)←→ κ−1(U(OK,p)u ∩Yt).

Let κ∗fp
i,j ∈ Fp[z1, . . . , zδ(ρ−1)+r] denote the reductions of the convergent power series modulo p.

These elements generate the ideal ĪU,u = IU,uFp[z1, . . . , zδ(ρ−1)+r]. Consider the quotient Fp-algebra

AU,u := AU,u ⊗ Fp = Fp[z1, . . . , zδ(ρ−1)+r]/ĪU,u.

We are now ready to prove Theorem 4.11, which we restate.

Theorem 4.11. If AU,u is finite, then |U(OK)u| ≤ dimFp AU,u.

Proof. For the sake of notation, we drop the subscripts (U, u) in this proof. The ring A is p-adically
complete by the same proof as of [17, Theorem 4.12]. Moreover, since A is finite, A is finitely
generated as a Zp-module. It follows that

Hom(A,Zp) =
∐
m

Hom(Am,Zp) =
∐

Am/m=Fp

Hom(Am,Zp),

where the union is over the maximal ideals of A. This gives the bound

|Hom(A,Zp)| ≤
∑

Am/m=Fp

rankZp Am =
∑

Am/m=Fp

dimFp Am ≤ dimFp A.

This establishes, by (6.1), that the number of points in κ−1(U(OK,p)u ∩Yt) is bounded by dimFp A,
and we thus have

|U(OK)u| ≤ |κ−1(U(OK,p)u ∩Yt) ∩ T (OK)t
p
)| ≤ dimFp A.

□
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Remark 6.2. The geometric quadratic Chabauty condition is implicit in the assumption of Theorem

4.11. Indeed, in order for the ring AU,u = Fp[z1, . . . , zδ(ρ−1)+r]/⟨κ∗f
p
i,j⟩i,j,p to have a chance to be

finite, the number of relations we quotient by must be at least the number of variables. We therefore
need δ(ρ− 1) + r ≤ (g + ρ− 2)d, which is equivalent to (4.4).

Corollary 6.3. Suppose that AU,u is finite for all U as in Definition 3.8 and all u ∈ U(OK,p).
Then the set of rational points CK(K) is finite and satisfies

|CK(K)| ≤
∑
U

∑
u∈U(OK,p)

dimFp AU,u.

Proof. There are finitely many U ⊂ Csm satisfying the conditions of Definition 3.8 and the union of
the U(OK) covers Csm(OK), which is equal to CK(K) by properness and regularity of the model
C. Moreover, each U(OK) is the disjoint union of its residue disks U(OK)u. The result follows. □

7. Discussion and questions

7.1. Finiteness of intersections. A more precise form of Question 1.6 from the introduction is
the following:

Question 7.1. Given a subscheme U as in Definition 3.8 and u ∈ U(OK,p) mapping to the

point j̃Ub (u) = t ∈ T(OK,p), what conditions would guarantee the finiteness of the intersection
Yt ∩U(OK,p)u?

In [17, §9], Edixhoven and Lido give a new proof of Faltings’ theorem using their method in
the case of higher genus curves defined over Q satisfying r < g + ρ− 1. Their argument is quite
elegant: it uses complex analytic methods to prove a Zariski density statement, which can then be
bridged with their p-adic geometric situation using formal geometry. This proves the finiteness of
the intersection Yt ∩U(Zp)u and, in particular, the finiteness of CQ(Q).

The setting over arbitrary number fields is more complicated. Reminiscent of the failures of
Siksek’s method described in Section 1.4.2, there are examples of curves satisfying (4.4) for which
the intersection Yt∩U(OK,p)u is not finite. Examples include curves base changed from Q, which do
not satisfy the quadratic Chabauty condition over Q. Based on the results of Dogra [15] (discussed
in Section 1.4.3), it seems reasonable to expect (although we have no proof) that the intersection is
finite under the conditions (4.4) and

(7.1) Hom(JQ̄,σ1
, JQ̄,σ2

) = 0 for any two distinct embeddings σ1, σ2 : K ↪→ Q̄.

It should be added that even if the condition (4.4) fails, we do expect a similar outcome as long as
dimYt < (g + ρ− 2)d holds.

A natural further question is to find a necessary and sufficient condition for the finiteness of the
intersection. At this stage, we have no insights to offer in this direction.

7.2. A finite-to-one condition. Assume the finiteness of the intersections Yt ∩U(OK,p)u (for

the open subschemes U of Definition 3.8 and each point u ∈ U(OK,p)) discussed in Section 7.1. In
order to extract an explicit bound for |CK(K)|, the method of this paper relies on the existence of
a prime p with the property that the Fp-algebras AU,u of Definition 6.1 are finite dimensional. Over
Q, assuming r ≤ g + ρ− 2, Edixhoven and Lido hope (but also expect) [17, Remark 4.13] that it is
always possible in practice to choose p with this property. The purpose of this section is to discuss
what conditions would guarantee the existence of such a prime.

Fix an open subscheme U and a point u ∈ U(OK,p). Given the definition of the algebra AU,u,

it is natural to tackle the question of AU,u being finite or not by investigating the closely related

question of when the map κ = κU,u : Zr+δ(ρ−1)
p ↠ Yt of Theorem 4.8 is expected to have finite

fibers. Throughout the discussion, we assume the condition (4.4).
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Let dJ := dimJ(OK)x
p
and dT := dimT(OK)t

p
be the dimensions as p-adic analytic manifolds.

Similarly, let dO×
K

denote the Zp-module rank of the p–adic closure of the image of Gm(OK)1 (where

the subscript 1 indicates principal units, i.e., taking the residue disk of 1 ∈ OK ⊗ Fp) embedded
diagonally in Gm(OK,p)1 =

∏
p|pGm(OK,p)1. The following inequalities of dimensions hold:

• dO×
K
≤ δ, (an equality assuming Leopoldt’s conjecture [30] for K and p)

• dJ ≤ min(r, gd),
• dT ≤ min(r + δ(ρ− 1), (g + ρ− 1)d),
• dJ + dO×

K
(ρ− 1) ≤ dT .

In order for κ to be finite-to-one, the equality of dimensions dT = r + δ(ρ− 1) is needed. Hence,
under our current assumptions, we expect the geometric quadratic Chabauty method over number
fields to produce an effective bound on the size of the set of rational points when ρ ≥ 2 and

(7.2) r + δ(ρ− 1) = dT ≤ (g + ρ− 2)d.

This condition should perhaps aptly be called the effective geometric quadratic Chabauty condition
in contrast to the weaker condition (4.4).

It is then natural to ask the following:

Question 7.2. Is it possible that dJ + dO×
K
(ρ− 1) < dT ?

Remark 7.3. We currently have no definite answer to offer. However, using the fact that the
torsor T is set up in a manner such that t∗T is trivial over SpecOK for every t ∈ J(OK), it can be
shown that there exists a Zariski open cover J =

⋃
iVi which is trivializing for T and such that

J(OK) =
⋃

iVi(OK) (i.e., every OK–point factors through the open subscheme Vi for some i). If
such a cover can additionally be taken to be finite, then the equality dT = dJ + dO×

K
(ρ− 1) follows.

Nonetheless, such finiteness appears (at least to us) to be a non-trivial condition on the torsor.

If the answer to the above question is negative, implying that dT = dJ + dO×
K
(ρ− 1), then the

condition dT = r + δ(ρ− 1) in (7.2) would force dJ = r and dO×
K
= δ. In particular, we must have

(7.3) r ≤ gd.

In this case, the geometric quadratic Chabauty method is expected to yield an effective bound under
the condition

(7.4) dJ + dO×
K
(ρ− 1) = r + δ(ρ− 1) ≤ (g + ρ− 2)d.

Remark 7.4. Of course, within (7.3), the most interesting case is the range

(7.5) (g − 1)d < r ≤ gd,

since for r ≤ (g − 1)d Siksek’s RoS linear Chabauty can be applied (with finiteness of the Chabauty
set guaranteed by the work of Dogra discussed in Section 1.4.3, under the additional assumption
(7.1)). The restriction (7.5) on r also appears in [2] as a consequence of Condition 4.1 therein.
Specializing to K = Q, the above inequalities reduce to the equality r = g, and the condition (7.4)
then implies that g = r < g + ρ− 1. This coincides with the condition assumed in the setting of the
effective quadratic Chabauty method of [6, 7].

Even when r ≤ gd, failures of the equality dJ = r can occur. Examples include cases when the
Jacobian is isogenous to a product of abelian varieties of large and small Mordell–Weil ranks. For
instance, suppose CQ has genus 2 and JQ is isogenous to the product of two elliptic curves E and A

with rankZE(Q) = 0 and rankZA(Q) = 2. Then dimE(Q)
p
= 0 while dimA(Q)

p
= 1 since A(Qp)

has dimension 1. Thus, dJ = 1 < r = g = 2. In the presence of such isogeny factors, the condition
(7.4) fails (conditional on the answer to Question 7.2 being negative) and κ is not finite-to-one. In
particular, AU,u is infinite. Note that this issue is independent of the chosen prime and persists
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when varying p, providing a conditional (on a negative answer to Question 7.2) counter-example to
the existence of a prime p such that AU,u is finite, even over Q.

Remark 7.5. The existence of such conditional counter-examples to the hopes and expectations
expressed by Edixhoven and Lido might be seen as an indication in favour of Question 7.2 having
an affirmative answer. It is worth noting though that the example treated by Edixhoven and Lido
in [17, §8] satisfies r = g = ρ = 2 with Jacobian isogenous to the product of two rank 1 elliptic
curves, and thus falls outside the small and large isogeny factor cases discussed above.

Remark 7.6. For a related discussion of isogeny factors in the linear geometric Chabauty method
over Q, see [22, Remark 2.1]. However, since r < g is assumed therein, it is still possible to perform
a linear method when dJ < r.

In conclusion, it seems to be slightly non-trivial to come up with the right theoretical condition
for the effectiveness of the method. In practice, we do hope and expect that the method can be
used to compute rational points in interesting new instances (as illustrated over Q in [17, §8]).
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Funding. During the preparation of this work, PČ was partially supported by the Ross Fellowship,
the Bilsland Fellowship, as well as Graduate School Summer Research Grants of Purdue University.
DTBGL was partially supported by an Alexis and Charles Pelletier Fellowship and a Scholarship
for Outstanding PhD Candidates from the Institut des Sciences Mathématiques (ISM) while at
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