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Abstract

Inspired by applications, we consider reaction-diffusion equations on R that are stochastically forced by a

small multiplicative noise term that is white in time, colored in space and invariant under translations. We

show how these equations can be understood as a stochastic partial differential equation (SPDE) forced

by a cylindrical Q-Wiener process and subsequently explain how to study stochastic traveling waves in

this setting. In particular, we generalize the phase tracking framework that was developed in [16, 17] for

noise processes driven by a single Brownian motion. The main focus lies on explaining how this framework

naturally leads to long term approximations for the stochastic wave profile and speed. We illustrate our

approach by two fully worked-out examples, which highlight the predictive power of our expansions.
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1 Introduction

In this paper we set out to study the propagation of wave solutions to stochastic equations of the
form

ut = ρ∂xxu+ f(u) + σg(u)ξ(x, t), (1.1)

in which ξ is a Gaussian process1 that is white in time and colored in space. In particular, we assume
formally that

E[ξ(x, t)] = 0,

E[ξ(x, t)ξ(x′, t′)] = δ(t− t′)q(x− x′),
(1.2)

∗Corresponding author.
1Actually ‘generalized Gaussian’ would be a more accurate term, since we will see that ξ does not have the right

properties to be a Gaussian random variable on L2(R).
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for some smooth covariance function q that describes the correlation in space. Such equations have
been used in a wide range of applications, for example to model the appearance of traveling waves in
light-sensitive Belousov-Zhabotinsky chemical reactions [23] or to study the excitability of activator-
inhibitor systems such as nerve fibres [13]. We refer to [14, §6.1] for an extended list of examples.

We will assume here that (1.1) with σ = 0 admits a spectrally stable deterministic traveling front
or pulse and examine the impact of the multiplicative noise term for small σ. The nonlinearity g
will be chosen to vanish at the endpoints of the deterministic wave. In particular, the full stochastic
system is at rest whenever the deterministic portion is at rest. Such an assumption is typically used
to examine the distortions on a system caused by external random effects, such as fluctuations in the
intensity of the light driving a Belousov-Zhabotinsky reaction. In a controlled setting these effects
can often be minimized or switched off completely, leading to the notion of the deterministic limit.
On the other hand, internal fluctuations arise from the microscopic properties of the system itself
and cannot be readily eliminated. For example, the vibrations of the individual atoms are essential
ingredients in the derivation of the ideal gas equations.

The main goal of this paper is to uncover the corrections to the deterministic wave that are
caused by the (small) multiplicative noise term. In particular, we develop a framework that allows
the corrections to the speed and shape of the wave to be computed to any desired order in σ. We
explicitly compute the second and third order correction terms and show numerically that these
expansions are valid for long time scales. We also outline in which sense these predictions can be
made rigorous, which involves casting the translationally invariant Stochastic Partial Differential
Equation (SPDE) (1.1) into a mathematically precise form.

Example I: The Nagumo equation In order to set the stage, let us consider the stochastic
Nagumo equation

ut = ρ∂xxu+ fcub(u; a) + σu(1− u)ξ(x, t), (1.3)

with the bistable cubic nonlinearity

fcub(u; a) = u(1− u)(u− a), 0 ≤ a ≤ 1 (1.4)

and the Gaussian covariance kernel

q(x) =
1

2
e
−πx2

4 . (1.5)

For 0 ≤ a ≤ 1, the deterministic system is known to have a spectrally stable wave solution u(x, t) =
Φ0(x− c0t) that connects the stable rest states zero and one [24]. In fact, the traveling wave ODE

ρΦ′′0 + c0Φ′0 + fcub(Φ0; a) = 0 (1.6)

can be solved by using the explicit expressions

c0 =
√

2ρ0

(
1

2
− a0

)
, Φ0(x) =

1

2

[
1− tanh

(
1

2
√

2ρ0
x

)]
(1.7)

with (ρ0, a0) = (ρ, a).
Note that the form of the nonlinear terms in (1.3) allows us to recast the system as

ut = ρ0∂xxu+ fcub

(
u; a0 − σξ(x, t)

)
, (1.8)

showing that we are stochastically forcing the (external) parameter a. As a consequence, it is natural
to ask whether effective σ-dependent parameters (ρσ, aσ) can be derived that are able to capture
the stochastic effects on the waves by replacing (1.7) with

cσ =
√

2ρσ

(
1

2
− aσ

)
, Φσ(x) =

1

2

[
1− tanh

(
1

2
√

2ρσ
x

)]
. (1.9)
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In the case where ξ(x, t) is replaced by the derivative of a single x-independent Brownian motion in
time, this point of view can be made fully explicit and precise. Indeed, in this case the wave (1.9)
with (ρσ, aσ) = ( ρ0

1+σ2ρ0
, a0) is an exact solution to the underlying SPDE [7, 17], with a phase that

follows a scaled Brownian motion.
The early results in [14] for general ξ can also be seen in this light. Indeed, the authors use a

formal (partial) expansion to suggest the choices

ρσ =
1

1− σ2q(0)
, aσ =

2a0 − σ2q(0)

2− 2σ2q(0)
(1.10)

where ρ0 = 1. However, the waves found in this way are only approximate solutions2 to (1.3). We
show in §3 how our techniques can be used to significantly improve the quality of this approximation.

In order to discuss the stability of these waves, we introduce the linearized operator

Ltwv = ρv′′ + c0v
′ + f ′cub(Φ0; a)v, (1.11)

together with its formal adjoint

L∗tww = ρw′′ − c0w′ + f ′cub(Φ0, a)w. (1.12)

Writing ψtw(ξ) = κec0ξΦ′0(ξ), it is easy to see that κ can be chosen in such a way that

LtwΦ′0 = L∗twψtw = 0, 〈ψtw,Φ
′
0〉 = 1, (1.13)

which allows us to write Pv = 〈ψtw, v〉L2Φ′0 for the spectral projection onto the simple zero eigenspace
of Ltw.

Since the remainder of the spectrum of Ltw lies strictly to the left of the imaginary axis, general
considerations [32] can be used to show that the associated semigroup satisfies the bound∥∥eLtwt(I − P )v

∥∥
L2(R)

≤Me−βt ‖(I − P )v‖L2(R) (1.14)

for some β > 0 and M ≥ 1. The approach in this paper shows how this bound can be exploited to
show that the stochastic waves discussed above are robust against small perturbations.

With additional ad-hoc work [39] it is even possible to show that M = 1 holds in (1.14). Based
on this latter property we say that the semigroup is immediately contractive. Indeed, perturbations
are not able to grow even on short timescales, but always decay exponentially fast back to the wave.
We do not use this property here, but it has played an essential role in many previous studies on
stochastic waves [19, 26].

Example II: The FitzHugh-Nagumo system Our second main example is the two-component
FitzHugh-Nagumo system

ut = ∂xxu+ fcub(u; a)− w + σuξ(x, t),

wt = ε∂xxw + %(u− γw),
(1.15)

in which ε > 0 and % > 0 are small parameters and γ > 0 is not too large. For convenience, we reuse
the covariance kernel q given in (1.5). In the deterministic case σ = 0, this system can be used to
describe signal propagation through nerve fibres. It is famous for its fast and slow traveling pulses
that make an excursion from the stable 0 state. Indeed, the construction of these pulses sparked
many developments in the area of singular perturbation theory [6, 18, 20–22]. Unlike the previous
example, explicit expressions are not available for the profiles and wavespeeds. Nevertheless, it is

2Note that these scalings hold for the Stratonovich interpretation, while the results from [7, 17] hold for the Itô
interpretation.
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known that the fast pulses are spectrally stable [1]. This allows the framework developed in this
paper to be applied to (1.15), leading to the numerical and theoretical discussion in §4. Let us
emphasize that the specific structure of the noise term in (1.15) is just for illustrative purposes.
Indeed, our conditions in §2 are rather general and allow cross-talk between the noise on the u and
w components.

For systems such as (1.15), we typically expect M > 1 to hold for the general bound (1.14). This
means that larger excursions from the wave are possible before the exponential decay of the linear
semigroup steps in. In particular, (1.15) does not fit into the framework of any previous results in
this area. In fact, besides our earlier work [16, 17], there do not seem to be many rigorous studies of
traveling waves for multi-component SPDEs in the literature.

Translational invariance Notice that (1.1) is translationally invariant, in the sense that the
deterministic terms are autonomous while the correlation function depends only on the distance
between two points. This is a natural assumption, as any explicit dependence on x and y individually
would imply some a-priori knowledge about the noise that is often not available. Indeed, in many
applications [3, 4, 13, 14] translationally invariant noise is considered to be the preferred modeling
tool.

However, this choice does present certain mathematical issues that do not arise when replacing
q(x − y) by q̃(x, y) in (1.1) and assuming that q̃ is square integrable with respect to (x, y). This
breaks the translational symmetry, but does allow the noise-term to be expanded as a countable
sum of Brownian motions. This approach is taken in several other works such as [7].

In the following paragraph we will explain how to set up a framework to study translationally
invariant noise, but we emphasize that this is only relatively straightforward in the case of multi-
plicative noise. Indeed, additive noise of this type cannot be treated directly [28], but needs a far
more abstract machinery that is still under development [15].

We recall that the goal of our approach is to understand the long-term behavior of the traveling
waves under consideration, which move freely throughout the entire spatial domain. We therefore
believe that the elegance of the translationally invariant point of view in combination with the direct
relevance for applications outweighs the additional mathematical complications.

Cylindrical Wiener process At present, (1.1) should be interpreted as a pre-equation rather
than an actual SPDE. Our first task is to give a mathematical interpretation to the stochastic term
involving the process ξ. To this end, we assume that the correlation function q is integrable, which
allows us to define a bounded linear convolution operator Q : L2(R)→ L2(R) that acts as

[Qv](x) = [q ∗ v](x) =

∫
R
q(x− y)v(y) dy. (1.16)

Assuming furthermore that the Fourier transform q̂ is a non-negative function, one can show that Q
is a non-negative symmetric operator. More concretely, we have 〈Qv, v〉L2(R) ≥ 0 for all v ∈ L2(R)

and it is possible to define a square-root Q1/2 : L2(R)→ L2(R). However, we caution the reader that
Q is not compact. In particular, it is not generally possible to construct a countable orthonormal
basis of L2(R) that consists of the eigenfunctions of Q.

We now define the subspace

L2
Q = Q1/2

(
L2(R)

)
⊂ L2(R) (1.17)

equipped with the inner product

〈v, w〉L2
Q

= 〈Q− 1
2 v,Q−

1
2w〉L2(R). (1.18)

In addition, we follow the construction in [35, §2.5] to define a Hilbert space L2
ext that contains

L2(R) and has the special property that the inclusion L2
Q ⊂ L2

ext is Hilbert-Schmidt.
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One can now follow the procedure in [35, §2.5] or [25], to construct the so-called cylindrical Q-

Wiener process WQ
t . This process arises as a limit of processes on L2

Q that converges as a process on

L2
ext, where it can be understood as a ‘regular’ Q̄-Wiener process for some compact Q̄ : L2

ext → L2
ext.

This means that WQ
t does not necessarily attain values in L2(R), but fortunately, the exact choice

for L2
ext is immaterial3 for two important reasons.

First, it turns out [25, Prop. 2] that the expression 〈WQ
t , v〉L2(R) is well-defined for any v ∈ L2(R).

In fact, it can be interpreted as a scaled Brownian motion that satisfies the correlations

E
[
〈WQ

t , v〉L2(R)〈WQ
s , w〉L2(R)

]
= (t ∧ s)〈Qv,w〉L2(R). (1.19)

In particular, formally replacing v and w by delta functions δx(·) and δy(·) and taking the derivative
with respect to t and s, we see that

E
[
〈dWQ

t , δx〉L2(R)〈dWQ
s , δy〉L2(R)

]
= δ(t− s)q(x− y). (1.20)

Comparing this with (1.2), we see that d
dtW

Q
t (x) and ξ(x, t) are natural counterparts.

The second reason is that all the essential stochastic estimates we will need only rely on the
space L2

Q. For example, the full noise term in (1.1) is well-defined if the pointwise multiplication

v(ξ) 7→ g
(
U(ξ)

)
v(ξ) (1.21)

can be interpreted as a Hilbert-Schmidt operator from L2
Q into L2(R) for any relevant function U .

We will show in Appendix A that this can be achieved by imposing simple bounds on the scalar
function g : R→ R and its derivative.

Interpretation In many applications involving external noise, it is natural to interpret the stochas-
tic terms in the Stratonovich sense [41]. Indeed, this interpretation yields the correct limit when
approximating a Wiener process by regularized versions that can be fitted into the standard deter-
ministic framework (a so-called Wong-Zakai Theorem). Upon using the process WQ

t to recast (1.1)
as a SPDE in Stratonovich form, we arrive at

dU = [ρ∂xxU + f(U)]dt+ σg(U) ◦ dWQ
t . (1.22)

The equivalent Itô formulation is given by

dU =
[
ρ∂xxU + f(U) + µ

σ2

2
q(0)g′(U)g(U)

]
dt+ σg(U)dWQ

t
(1.23)

with µ = 1. From a mathematical point of view it is more convenient to work in this formulation,
since most of the technical machinery for SPDEs is based on Itô calculus. The choice µ = 0 allows us
to interpret the noise in (1.1) in the Itô sense directly. Our results in this paper cover both cases, in
order to ease the comparison with previous work and to illustrate how the two types of noise impact
the deterministic waves in different ways.

Previous results Rigorous results concerning the well-posedness of SPDEs of type (1.23) are
widely available by now, see e.g. [35]. However, the dynamics of this type of equation is less well
studied in the math community. Several authors have considered the dynamics of stochastic waves
driven by Q-Wiener processes, which means that the noise is necessarily localized in space. For ex-
ample, the shape and speed of stochastic waves for Nagumo-type SPDEs were computed numerically
in [30] and derived formally in [7] using a collective coordinate approach. In addition, short-time

3For translation invariant processes it is possible to explicitly characterize a choice of L2
ext in terms of the dual of

a Schwartz space, see [34].
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stability results for immediately contractive systems can be found in [19, 26]. The results in [33]
do use cylindrical Q-Wiener processes for waves in the Fisher-KPP equation, but there the smooth
covariance function q is replaced by a delta-function in order to model noise that is white in space
and time. A more detailed overview of results on stochastic traveling waves can be found in the
review by Kuehn [27].

Turning to non-rigorous results for (1.1) from other fields, we refer to [14] for an interesting
overview of studies that have appeared in the physics and chemistry literature. For the Nagumo
SPDE (1.3), the dynamics up to first order in σ of have been formally computed [14, eq. (6.11)].
At this order, the shape of the wave is equal to the deterministic shape and the phase of the wave
follows a Brownian motion with a variance that can be expressed in closed form. We will see in §3
how these conclusions can be recovered as special cases from our expansions.

Phase tracking Our work here builds on the framework developed in [16, 17] to study traveling
waves in stochastic reaction-diffusion equations forced by a single Brownian motion. The main idea
is to use a phase-tracking approach that is based purely on technical considerations rather than
ad-hoc geometric intuition. Inspired by the overview in [42], this allows us to adapt modern tools
developed for deterministic stability results for use in a stochastic setting.

In order to explain the key concepts, we turn to the determistic Nagumo PDE that arises by
taking σ = 0 in (1.3). The translational invariance of the traveling wave u(x, t) = Φ0(x − c0t) can
be captured by introducing an Ansatz of the form

u
(
·+γ(t), t

)
= Φ0(·) + v(·, t),

in which γ(t) can be interpreted as the phase of u. We now demand that the evolution of the phase
is governed by

γ̇(t) = c0 + a
(
v(·, t)

)
, (1.24)

for some (nonlinear) functional a : L2(R) → R that we are still free to choose4. The resulting
equation for v is then given by

∂tv(t) = Ltwv(t) +N
(
v(t)

)
+ a
(
v(t)

)
∂ξ
[
Φ0 + v(t)

]
, (1.25)

in which N(v) = fcub(Φ0 + v)− fcub(Φ0)− f ′cub(Φ0)v. This can be recast into the mild form

v(t) = eLtwtv0 +

∫ t

0

eLtw(t−s)
[
N
(
v(s)

)
+ a
(
v(s)

)
∂ξ
[
Φ0 + v(s)

]]
ds, (1.26)

inviting us to apply the bound (1.14).
In order to apply exponential bounds such as (1.14) to the semigroup eLtw , we must avoid the

neutral non-decaying part of the semigroup. In order to force the integrand to be orthogonal to the
zero eigenspace, we now pick

a(v) = −
〈N
(
v
)
, ψtw〉L2(R)

〈∂ξ(Φ0 + v), ψtw〉L2(R)
. (1.27)

In fact, one arrives at the same choice if one directly imposes the orthogonality condition
〈v(t), ψtw〉L2(R) = 0. By a standard bootstrapping procedure one can now establish the limits
‖v(t)‖L2 → 0 and t−1γ(t) → c0 for t → ∞, provided that v(0) is sufficiently small. This allows
us to conclude that the traveling wave is orbitally stable.

In our stochastic setting, the pair (v, γ) is replaced by its stochastic counterpart (V,Γ), which
we always write in capitals. The phase evolution (1.24) is now formulated as a stochastic differential

4This functional should not be confused with the parameter a in fcub.
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equation for Γ with two functionals that can be freely chosen. The resulting equation for the cor-
responding perturbation V is naturally much more complicated and consists of a deterministic and
a stochastic part. We show that a pair (Φσ, cσ) can be chosen in such a way that the deterministic
part vanishes at V = 0. However, this does not hold for the stochastic part, leading to persistent
fluctuations that must be controlled.

Stability Our first contribution is that we establish that the wave (Φσ, cσ) is stable, in the sense
that the perturbation V (t) remains small over time scales of O(σ−2). In particular, we show that the
semigroup techniques developed in our earlier work [16, 17] are general enough to remain applicable
in the present more convoluted setting. The main effort is to verify that certain technical estimates
remain valid, which is possible by the powerful theory that has been developed for cylindrical Q-
Wiener processes.

The procedure in [16, 17] is rather delicate in order to compensate for the lack of immediate
contractivity. Indeed, the H1-norm of V (t) must be kept under control, resulting in apparent singu-
larities in the stochastic integrals that must be handled with care. The time scale mentioned above
arises as a consequence of the mild Burkholder-Davis-Gundy inequality that we used to obtain supre-
mum bounds on stochastic integrals. However, these bounds are known to be suboptimal. Indeed,
we believe that our phase tracking approach can be maintained for time scales that are exponential
in σ. This is confirmed by the numerical results at the end of §3.

Expansions in σ The second – and main – contribution in this paper is that we explicitly show
how to expand the fluctuations around the stochastic wave (Φσ, cσ) in powers of the noise strength σ.
In particular, we show that our framework yields a natural procedure to compute Taylor expansions
for the pair

(
V (t),Γ(t)

)
. An important advantage of our semigroup approach is that the resulting

terms have expectations that are well-defined in the limit t → ∞. In particular, we are able to
uncover the long-term stochastic corrections to the speed and shape of the traveling waves.

We provide explicit formula’s for the first and second order corrections, which all crucially involve
the semigroup eLtwt. In addition, we show how to compute the third order corrections in the phase
Γ from these second order corrections. In principle, the expansions can be computed to any desired
order in σ, but the process quickly becomes unwieldy.

At first order in σ, our results show that the phase Γ(t) of the wave behaves as a Brownian
motion centered around the deterministic position c0t. In addition, the shape of the wave fluctuates
like an infinite dimensional Ornstein-Uhlenbeck process around the deterministic wave Φ0.

At second order in σ, two distinct effects start to play a role. The first is that differences start
to appear between the instantaneous stochastic wave (Φσ, cσ) and the deterministic wave (Φ0, c0).
On top of this, there is an additional contribution to the average speed and shape that is caused by
the feedback of the first order fluctuations of V (t). These effects – which we refer to as orbital drift
– become visible after an initial transient period.

Taken together, we now have a quantitative procedure that is able to accurately describe the
numerical results for the Nagumo SPDE (1.3) in [30], both for the Stratonovich and Itô formula-
tion. This allows us to understand the differences in speed and shape between both interpretations
analytically. These predictions are confirmed by our numerical results, which compare the solutions
of the full SPDE with our explicit formula’s and exhibit the rate of convergence with respect to σ.

Outlook In this paper we will not treat space-time white noise, i.e. q(x − y) = δ(x − y), as our
mathematical framework does not yet allow distributions to be used as kernels. This can already
be seen from the fact that (1.22) depends explicitly on q(0), which of course is not well-defined for
distributions. In fact, it is still a subject of active research [15] to give a clear interpretation of (1.1)
in this case. In the Itô interpretation however, many of our computations concerning the shape and
speed of the stochastic wave have a well-defined limit if we let q converge to δ. In addition, many of
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our expressions still make sense for g = 1, which suggests that our expansions could also be used to
make predictions for additive noise.

In addition, we expect that our methods can be extended to other types of equations. For example,
stochastic neural field models have attracted a lot of attention in recent years, but they lack the
smoothening effect of the diffusion operator. Finally, we are exploring techniques that would allow
us to extend the O(σ−2) time scales in our results to the exponentially long scales observed in the
numerical computations.

Organization In §2 we state our assumptions and give a step-by-step overview of the steps that
lead to our expansions. In addition, we provide the explicit formula’s that describe the first and
second order terms in the expansions for (V,Γ). In §3 and §4 we illustrate how our results can be
applied to the Nagumo and FitzHugh-Nagumo SPDEs and verify the predictions with numerical
computations.

The remaining sections contain the technical heart of this paper and provide the link between our
setting here and the bootstrapping procedure developed in [16, 17]. In particular, we show in §5 how
the stochastic evolution equation for V can be computed using Itô calculus, which represents the
core computation of this work. In §6 we explain how the technical machinery available for cylindrical
Q-Wiener processes can be used to follow the steps of [16, 17]. Appendix A provides the main link
between these papers, showing how the estimates in [17] can be generalized to the nonlinearities
appearing here.

2 Main Results

In this paper we study the properties of traveling wave solutions to stochastic reaction-diffusion
systems with translationally invariant noise. In §2.1 we introduce the class of systems that we are
interested in. The main steps of our approach are outlined in §2.2, which allows us to expand the
stochastic corrections to the shape and speed of the waves in powers of the noise strength. The
precise form of these expansions is described in §2.3. Finally, we discuss several consequences of our
results in §2.4 and compare them to earlier work in this area.

2.1 Setup

In this section we formulate the conditions that we need to impose on our stochastic reaction-diffusion
system. Taken together, these conditions ensure that the noise-term is well-defined, that the SPDE
is well-posed and that the deterministic part admits a spectrally stable traveling wave.

Noise Process We start by discussing the covariance function q that underpins the noise process,
which we assume to have m-components. In particular, we impose the following condition on the
m×m components of the function q and its Fourier transform q̂.

(Hq) We have q ∈ H1(Rm×m) ∩ L1(Rm×m), with q(−ξ) = q(ξ) and qT (ξ) = q(ξ) for all ξ ∈ R. In
addition, for each k ∈ R the m×m matrix q̂(k) is non-negative definite.

Since the Fourier transform maps Gaussians onto Gaussians, this condition can easily be verified
for q(x) = exp(−x2) in the scalar case m = 1. Other examples include the exponential q(x) =
exp
(
− |x|

)
and the tent function q(x) = 1− |x| supported on [−1, 1].

The integrability of q allows us to introduce a bounded linear operator Q : L2(Rm) → L2(Rm)
that acts as

[Qv](x) = [q ∗ v](x) =

∫
Rm

q(x− y)v(y) dy. (2.1)
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The remaining conditions in (Hq) show that Q is symmetric and that 〈Qv, v〉L2(Rm) ≥ 0 holds for
all v ∈ L2(Rm). As explained in §1 and §5.1, this allows us to follow [35, §2.5] and [25] to define a

cylindrical Q-Wiener process WQ
t over L2(Rm). In particular, for any v, w ∈ L2(Rm) we have

E[〈WQ
t , v〉L2(Rm)〈WQ

s , w〉L2(Rm)] = s ∧ t 〈q ∗ v, w〉L2(Rm). (2.2)

Upon writing {ei} for the standard unit vectors together with v(x) = δ(x − x0)ei and w(x) =
δ(x− x1)ej , this reduces formally to the familiar expression

E[dWQ
t (x0)dWQ

s (x1)] = δ(t− s)qij(x0 − x1), (2.3)

after taking the time derivative with respect to t and s. This highlights the role that the correlation
function q plays in our setup.

Stochastic reaction-diffusion equation The main SPDE that we will study can now be formu-
lated as

dU =
[
ρ∂xxU + f(U) + σ2h(U)

]
dt+ σg(U)dWQ

t . (2.4)

Here we take U = U(x, t) ∈ Rn with x ∈ R and t ≥ 0. The nonlinearities f : Rn → Rn, h : Rn → Rn
and g : Rn → Rn×m are considered to act in a pointwise fashion. In order to proceed, we need to
assume that these nonlinearities have a common pair of equilibria.

(HEq) There exist u± ∈ Rn so that

f(u±) = g(u±) = h(u±) = 0. (2.5)

If u− 6= u+, then the relevant solutions U to (2.4) cannot be captured in the Hilbert space L2(Rn).
In order to remedy this, we pick a smooth reference function Φref that has the limits Φref(±∞) = u±
and introduce the affine spaces

UH1 = Φref +H1(Rn), UH2 = Φref +H2(Rn). (2.6)

Naturally, we can simply take Φref = 0 if u− = u+. We will see that (2.4) is well-posed as a stochastic
evolution equation on UH1 . In fact, it is advantageous to study X(t) = U(t)−Φref , which solves the
SPDE

dX =
[
ρ∂xx(X + Φref) + f(X + Φref) + σ2h(X + Φref)

]
dt+ σg(X + Φref)dW

Q
t (2.7)

and hence attains values in H1(Rn). This decomposition will be used in §5-§6.

Stochastic terms In order to ensure that the stochastic term in (2.4) is well-defined, we impose
the following growth bound on g.

(HSt) We have g ∈ C2(Rn;Rn×m). In addition, the derivative Dg is bounded and globally Lipschitz
continuous.

Indeed, in Appendix A this assumption is used to establish that the pointwise map

[g(U)v](x) = g
(
U(x)

)
v(x) (2.8)

is a Hilbert-Schmidt operator from

L2
Q = Q1/2

(
L2(Rm)

)
(2.9)

into L2(Rn) for any U ∈ UH1 . We note that the existence of the square-root Q1/2 follows from
the fact that Q is a nonnegative operator. This square-root has a convolution kernel p that is also
translationally invariant; see Appendix A.1 for the details.

For clarity, we take the noise intensity σ to be a scalar factor in front of g. In principle however,
each of the n × m components of g could have its own scaling. This can also be fitted into our
framework, but it would unnecessarily complicate the expansions we are after.
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Deterministic terms Turning to the deterministic part of (2.4), we first note that h is a function
that can be used to represent the appropriate Itô-Stratonovich correction terms. For example, in the
scalar case n = m = 1 we saw in §1 that the choice h(U) = 1

2q(0)g′(U)g(U) allows us to interpret
(2.4) as the Stratonovich SPDE

dU =
[
ρ∂xxU + f(U)

]
dt+ σg(U) ◦ dWQ

t . (2.10)

We refer to [12, 40] for further information concerning the construction of similar correction terms
for multi-component systems.

We now impose the following conditions on the nonlinearities f and h.

(HDt) The matrix ρ ∈ Rn×n is a diagonal matrix with strictly positive diagonal elements {ρi}ni=1. In
addition, we have f, h ∈ C3(Rn;Rn). Finally, D3f and D3h are bounded and there exists a
constant Kvar > 0 so that the one-sided inequality

〈f(uA)− f(uB), uA − uB〉Rn + σ2〈h(uA)− h(uB), uA − uB〉Rn ≤ Kvar |uA − uB |2 (2.11)

holds for all pairs (uA, uB) ∈ Rn × Rn and all 0 ≤ σ ≤ 1.

The precise form of these assumptions is strongly motivated by the setup in [29]. Indeed, the four
conditions (Hq), (HEq), (HSt) and (HDt) together allow us to apply [29, Thm 1.1]. This implies
that our system (2.4) has a unique solution in UH1 that is defined for all t ≥ 0. A precise statement
on the properties of these solutions can be found in Proposition 5.2.

Traveling wave The following assumption states that the deterministic part of (2.4) has a spec-
trally stable traveling wave solution that connects the two equilibria u±. We remark again that these
two limiting values are allowed to be equal.

(HTw) There exists a wavespeed c0 ∈ R and a waveprofile Φ0 ∈ C2(R,Rn) that satisfies the traveling
wave ODE

ρΦ′′0 + c0Φ′0 + f(Φ0) = 0 (2.12)

and approaches its limiting values Φ0(±∞) = u± at an exponential rate. In addition, the
associated linear operator Ltw : H2(Rn)→ L2(Rn) that acts as

[Ltwv](ξ) = ρv′′(ξ) + c0v
′(ξ) +Df

(
Φ0(ξ)

)
v(ξ) (2.13)

has a simple eigenvalue at λ = 0 and has no other spectrum in the half-plane {Reλ ≥ −2β} ⊂ C
for some β > 0.

The formal adjoint
L∗tw : H2(Rn)→ L2(Rn) (2.14)

of the operator (2.13) acts as

[L∗tww](ξ) = ρw′′(ξ)− c0w′(ξ) +Df
(
Φ0(ξ)

)T
w(ξ). (2.15)

Indeed, one easily verifies that

〈Ltwv, w〉L2(Rn) = 〈v,L∗tww〉L2(Rn) (2.16)

holds whenever (v, w) ∈ H2(Rn)×H2(Rn). The assumption that zero is a simple eigenvalue for Ltw

implies that L∗twψtw = 0 for some ψtw ∈ H2(Rn) that can be normalized to have

〈Φ′0, ψtw〉L2(Rn) = 1. (2.17)

These assumptions imply [24, §4] that the family of traveling wave solutions

U(x, t) = Φ0(x+ c0t+ ϑ), ϑ ∈ R, (2.18)

is nonlinearly stable under the dynamics of (2.4) at σ = 0. In particular, any small perturbation
from such a wave converges exponentially fast to a nearby translate.
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2.2 Overview

Guided by the short sketch in §1 of the ideas behind the deterministic stability proof, we now give
a step-by-step description of the stochastic framework that we use to generalize this result and
compute our expansions. At this stage we only give an overview of the key concepts, leaving the
details to §2.3 and later sections.

Step 1: Stochastic phase. We introduce a wavespeed cσ ∈ R, together with a nonlinear functional
aσ : UH1 × R → R. In addition, for any U ∈ UH1 and Γ ∈ R we define a Hilbert-Schmidt operator
b(U,Γ) that maps L2

Q into R. We emphasize that all three objects are unknown at present. However,
they do allow us to define a stochastic phase Γ(t) by coupling the SDE

dΓ =
[
cσ + aσ(U,Γ)

]
dt+ σb(U,Γ)dWQ

t (2.19)

to the SPDE (2.4) that governs U . This generalizes the deterministic phase that was introduced in
(1.24). For convenience, we also write the phase in the integrated form

Γ(t) = Γ0 + cσt+

∫ t

0

aσ
(
U(s),Γ(s)

)
ds+ σ

∫ t

0

b
(
U(s),Γ(s)

)
dWQ

s . (2.20)

Step 2: Decomposition of U . We now introduce a, yet unknown, waveprofile Φσ ∈ UH2 . We can
use this together with the phase Γ defined in Step 1 to define the perturbation

V (t) = U(·+ Γ(t), t)− Φσ, (2.21)

which measures the deviation from Φσ of U after shifting it to the left by Γ(t). We note that V takes
values in H1(Rn) in a sense that is made precise in Proposition 5.4. In addition, we will from now
on write

aσ(V ) = aσ(Φσ + V, 0), bσ(V ) = b(Φσ + V, 0). (2.22)

Using Itô calculus, we will show in §5 that V (t) solves an equation of the form

dV =
[
Fσ(Φσ, cσ; bσ) + LtwV +Nσ(V ; bσ) + aσ(V )∂ξ(Φσ + V )

]
dt+ σSσ(V ; bσ)dWQ

t . (2.23)

Due to the second order terms in the Itô formula, the specific shapes of Fσ, Nσ and Sσ all depend
on the functional bσ. It is therefore helpful to make a choice for bσ, which we will do in the next
step.

However, at this point an important warning is in order. We are using the same symbol for the
noise processes driving (2.4) and (2.23) because - by translation invariance - they are indistinguish-
able from one another. Indeed, all the averages that we compute in this section are invariant under
translations in the noise. On the other hand, when one wants to compare U(t) and V (t) numerically

for a specific realization of WQ
t , then one must take care to spatially translate this realization by

Γ(t) when passing between (2.4) and (2.23).

Step 3: Choice of b. For any V ∈ H1(R,Rn), the computations in §5 show that

Sσ(V ; bσ)[v] = g(Φσ + V )v + ∂ξ(Φσ + V )bσ(V )[v] (2.24)

for all v ∈ U0. As in the deterministic case, the goal is to achieve the identity〈
ψtw,Sσ(V ; bσ)

〉
L2(Rn)

= 0 (2.25)

in order to circumvent the neutral mode of the semigroup. Whenever ‖V ‖L2(Rn) is sufficiently small,
this can be achieved by writing

bσ(V )[v] = −

〈
g(Φσ + V )v, ψtw

〉
L2(Rn)〈

∂ξ(Φσ + V ), ψtw

〉
L2(Rn)

. (2.26)

Having made this choice, we now drop the dependence on bσ in Fσ(V ), Nσ(V ) and Sσ(V ).
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Step 4: Construction of (Φσ, cσ). Ideally, we would like V (t) = 0 to be a solution to (2.23).
However, since the deterministic and stochastic terms both need to vanish simultaneously, this can
only be achieved in very special situations5. In Prop. 5.1 we show that for small σ, it is possible
to construct a pair (Φσ, cσ) for which Fσ(Φσ, cσ) = 0. Since we will see below that Nσ(0) = 0 and
aσ(0) = 0, this ensures that the state V = 0 only experiences (instantaneous) stochastic forcing.

The nonlinearity Fσ(Φσ, cσ) can be decomposed as

Fσ(Φ, c) = F0(Φ, c) + σ2F0;2(Φ). (2.27)

The leading order term F0(Φ, c) is related to the deterministic wave in the sense that

F0(Φ, c) = ρΦ′′ + cΦ′ + f(Φ), (2.28)

while the correction term F0;2(Φ) is found to be

F0;2(Φ) =
1

2

〈g(Φ)QgT (Φ)ψtw, ψtw〉L2(Rn)

〈Φ′, ψtw〉2L2(Rn)

Φ′′ − (g(Φ)QgT (Φ)ψtw)′

〈Φ′, ψtw〉L2(Rn)
+ h(Φ) (2.29)

whenever ‖Φ − Φ0‖L2 is sufficiently small. We emphasize here that the transpose is taken in a
pointwise fashion. Note here that the correction term F0;2(Φ) depends on the operator g(Φ)QgT (Φ),
which is the covariance operator of the stochastic process∫ t

0

g(Φ)dWQ
s . (2.30)

Therefore, as we will see, the lowest order corrections of Φσ to Φ0 can be understood in terms of the
covariance of the stochastic process

∫ t
0
g(Φ0)dWQ

s .

Step 5: Choice of aσ. As in the deterministic case, we now define aσ in such a way that the
deterministic part of the equation becomes orthogonal to ψtw. In particular, for V small we write

aσ(V ) = −

〈
Nσ(V ), ψtw

〉
L2(Rn)〈

∂ξ(Φσ + V ), ψtw

〉
L2(Rn)

. (2.31)

For reference, we note that the non-linearity Nσ introduced in (2.23) is given by

Nσ(V ) =Fσ(Φσ + V, cσ)− Fσ(Φσ, cσ)− LtwV. (2.32)

As we claimed in Step 4, we indeed see that aσ(0) = 0 and Nσ(0) = 0. Upon introducing a nonlin-
earity Rσ that acts as

Rσ
(
V
)

= Fσ(Φσ + V, cσ) + aσ(V )∂ξ(Φσ + V ) (2.33)

for small V , we conclude that V solves the equation

dV = Rσ(V )dt+ σSσ(V )dWQ
s . (2.34)

The right hand side of this equation is now completely orthogonal to ψtw for small V .

5In the case of 1d Brownian motion, we explain in [17] how g can be chosen to make this possible.
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Step 6: Stability. We write S(t) for the semigroup generated by the linear operator Ltw and
consider the mild formulation of (2.34), which is given by the integral equation

V (t) = S(t)V0 +

∫ t

0

S(t− s)R̃σ
(
V (s)

)
ds+ σ

∫ t

0

S(t− s)Sσ
(
V (s)

)
dWQ

s , (2.35)

in which we have
R̃σ(V ) = Rσ(V )− LtwV = Nσ(V ) + aσ(V )∂ξ(Φσ + V ). (2.36)

By construction, we have achieved 〈ψtw, R̃σ(V )〉L2(Rn) = 〈ψtw,Sσ(V )〉L2(Rn) = 0 for small V . When-
ever U(0) is sufficiently close to Φ0, we can also ensure 〈ψtw, V0〉L2(Rn) = 0 by picking the initial
phase Γ(0) appropriately.

We caution the reader that it is hard to obtain estimates on V directly from (2.35), because the

term R̃σ(V ) still contains second order derivatives. Tackling this problem is the key part of [16], as
we discuss in §6. Nevertheless, it is possible to show that the instantaneous wave (Φσ, cσ) is stable
in the sense that the size of V (t) can be kept under control. An exact statement to this effect can
be found in §6, but we here provide an informal summary.

Theorem 2.1 (see §6). Assume that (Hq), (HEq), (HDt), (HSt) and (HTw) all hold and that σ and
V0 are sufficiently small. Then for time scales up to O(σ−2), the perturbation V (t) remains small
and the phase Γ(t) accurately represents the position of U(t) relative to the wave (Φσ, cσ).

As we discussed in §1, we expect this result to remain valid up to exponentially long time scales.
This is supported by the numerical evidence in §3.

Step 7: Expansion in σ. In order to investigate the fluctuations around the instantaneous
stochastic wave (Φσ, cσ), we choose (V0,Γ0) = (0, 0) and expand our equations for (V,Γ) in powers
of σ. In particular, we look for expansions of the form

V (t) = σV (1)
σ (t) + σ2V (2)

σ (t) + Vres(t) (2.37)

and
Γ(t) = cσt+ σΓ(1)

σ (t) + σ2Γ(2)
σ (t) + σ3Γ(3)

σ (t) +O(σ4). (2.38)

For example, using (2.35) we may write

V (1)
σ (t) =

∫ t

0

S(t− s)Sσ(0)dWQ
s , (2.39)

which can be substituted back into (2.35) to find an expression for V
(2)
σ (t) and so on. In addition,

using (2.20) it is natural to write

Γ(1)
σ (t) =

∫ t

0

bσ(0)dWQ
s . (2.40)

Knowledge of V
(1)
σ can subsequently be used to define Γ

(2)
σ , while V

(2)
σ can be used to compute Γ

(3)
σ .

We provide explicit formula’s for these expansion terms in §2.3 below. We mention here that
we are including a σ-dependence in these terms as it often increases the readability to use (Φσ, cσ)

instead of (Φ0, c0). For example, Sσ(0) can be expanded in terms of σ to yield V
(1)
σ (t) = V

(1)
0 (t) +

O(σ2), hence the difference between σV
(1)
σ (t) and σV

(1)
0 (t) is only seen at third order.

Corollary 2.2 (see §6). Assume that (Hq), (HEq), (HSt), (HDt) and (HTw) all hold. Then σ−2Vres

remains small for time scales up to O(σ−2).
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Step 8: Formal limits. We are now in a position to address our main question concerning the
average long-term behavior of the speed and shape of U(t). In particular, we are interested to see if
- and in what sense - it is possible to define limiting quantities(

Φσ;lim, cσ;lim

)
= lim
t→∞

E
(
U(·+ Γ(t), t), t−1Γ(t)

)
. (2.41)

We emphasize that we expect these quantities to differ from the instantaneous stochastic wave
(Φσ, cσ). Indeed, the stochastic forcing leads to an effect that we refer to as ‘orbital drift’. Upon
(formally) writing (

V od
σ , cod

σ

)
=
(
Φσ;lim − Φσ, cσ;lim − cσ

)
(2.42)

to quantify this difference, we note that

cod
σ = limt→∞Et−1[Γ(t)− cσt],

V od
σ = limt→∞EV (t).

(2.43)

Again, it is unclear if these limits exist. However, we will see that these limits do exist for the indi-
vidual terms in the expansions (2.37)-(2.38). In particular, it is possible to compute the expansions

cod
σ;i = limt→∞Et−1Γ

(i)
σ (t),

V od
σ;i = limt→∞EV

(i)
σ (t),

(2.44)

which allows us to compute approximations for (2.41) that can be explicitly evaluated and compared
with numerical solutions of (2.4). These numerical results suggest that t−1E[Γ(t)] and E[V (t)] indeed
converge at an exponential rate as t→∞.

Giving an interpretation to the pair (Φσ;lim, cσ;lim) however is difficult. We do not have any ODE
that it solves, but we think of (Φσ;lim, cσ;lim) as the ceasefire line between the stochastic term that
pushes the solution away from (Φσ, cσ) and the exponential decay of the deterministic part that
pushes it back to (Φσ, cσ). We remark that it might be possible to embed (Φσ;lim, cσ;lim) in some
type of an invariant measure for the SPDE. There is a rich literature on the existence of invariant
measures to stochastic Reaction-Diffusion equations, see e.g. [8] and we intend to study this in the
future.

2.3 Explicit expansions

We now set out to explain in detail how the expansions discussed in §2.2 can be derived. We give
general results here, but also show how they can be applied to two explicit examples in §3 and §4.

Expansions for (Φσ, cσ) First, we examine the correction terms that are required to obtain the
instantaneous stochastic wave from the deterministic wave (Φ0, c0). In particular, we recall the
defining identity

F0(Φσ, cσ) + σ2F0;2(Φσ, cσ) = 0 (2.45)

and write

Φσ = Φ0 + σ2Φ0;2 +O(σ4),

cσ = c0 + σ2c0;2 +O(σ4)
(2.46)

for the solutions that are constructed in Proposition 5.1. We note that the O(1)-terms in (2.45)
indeed vanish because F0(Φ0, c0) = 0. Balancing the O(σ2)-terms, we find

LtwΦ0;2 = −1

2
Φ′′0〈g(Φ0)QgT (Φ0)ψtw, ψtw〉2L2(Rn) − c0;2Φ′0 + (g(Φ0)QgT (Φ0)ψtw)′ − h(Φ0)

= −F0;2(Φ0, c0)− c0;2Φ′0.
(2.47)
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By the Fredholm alternative, we know that we can solve for Φ0;2 when the right hand side of this
equation is orthogonal to ψtw. In view of the normalization 〈Φ′0, ψtw〉L2(Rn) = 1, we hence find

c0;2 =− 〈F0;2(Φ0, c0), ψtw〉L2(Rn). (2.48)

The function Φ0;2 can now be computed by numerically (or analytically when possible) inverting
Ltw and solving (2.47).

First order: (Γ
(1)
σ , V

(1)
σ ) We now turn our attention to the first order terms in the expansions

(2.37)-(2.38). Expanding the expressions (2.39)-(2.40), we may write

V (1)
σ (t) =

∫ t

0

S(t− s)g(Φσ)dWQ
s

−
∫ t

0

S(t− s)Φ′σ
〈ψtw, g(Φσ)dWQ

s 〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)
,

(2.49)

together with

Γ(1)
σ (t) = −

∫ t

0

〈ψtw, g(Φσ)dWQ
s 〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)
. (2.50)

We note that E[V
(1)
σ (t)] = E[Γ

(1)
σ (t)] = 0. On account of the decay of the semigroup, V

(1)
σ can

be regarded as a process of Ornstein-Uhlenbeck type. On the other hand, Γ
(1)
σ behaves as a scaled

Brownian motion with variance

Var(Γ(1)
σ (t)) = 〈g(Φσ)QgT (Φσ)ψtw, ψtw〉2L2(Rn)t. (2.51)

Second order: (Γ
(2)
σ , V

(2)
σ ) Substituting the first order term V

(1)
σ into the right-hand-side of

(2.35), we find that V
(2)
σ (t) picks up a deterministic contribution coming from the quadratic terms

in Rσ, together with a stochastic contribution arising from the linear terms in Sσ. In particular, we
obtain

V (2)
σ (t) =

∫ t

0

S(t− s)R(2)
σ [V (1)

σ (s), V (1)
σ (s)] ds+

∫ t

0

S(t− s)S(1)
σ

(
V (1)
σ (s)

)
dWQ

s , (2.52)

in which we have

R(2)
σ [V, V ] =

1

2
D2f(Φσ)[V, V ]− 1

2
Φ′σ
〈D2f(Φσ)[V, V ], ψtw〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)
, (2.53)

together with

S(1)
σ (V )[w] =Dg(Φσ)[V ]v − ∂ξV

〈ψtw, g(Φσ)w〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)

− Φ′σ
〈ψtw, Dg(Φ0)[V ]w〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)

+ Φ′σ〈∂ξV, ψtw〉L2(Rn)

〈ψtw, g(Φσ)w〉L2(Rn)

〈Φ′σ, ψtw〉2L2(Rn)

(2.54)

for any w ∈ L2
Q. In a similar fashion, we find

Γ(2)
σ (t) =

∫ t

0

a(2)
σ (Φσ)[V (1)

σ (s), V (1)
σ (s)] ds+

∫ t

0

b(1)
σ (Φσ)[V (1)

σ (s)] dWQ
t , (2.55)
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in which we have

a(2)
σ [V, V ] =− 1

2
〈D2f(Φσ)[V, V ], ψtw〉L2(Rn), (2.56)

together with

b(1)
σ (Φσ)[V ][w] =−

〈ψtw, Dg(Φσ)[V ]v〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)

− 〈∂ξV, ψtw〉L2(Rn)

〈ψtw, g(Φσ)w〉L2(Rn)

〈Φ′σ, ψtw〉2L2(Rn)

.

(2.57)

Note that the expressions for V
(2)
σ (t) and Γ

(2)
σ (t) depend on f , but not on h. This is due to the

fact that the O(σ2) part of the Itô-Stratonovich correction term is already absorbed in (Φσ, cσ). If
we would have started our computations around (Φ0, c0), the dependence of h would show up via
(Φ0;2, c0;2). However the extra second order terms together form (2.47) and therefore vanish.

We remark that both of these second-order terms have a nonzero expectation, which can be
explicitly computed using the Itô lemma. To this end, we introduce the notation

Kσ(s)[w1, w2] =
1

2
D2f(Φσ)[S(s)Sσ(0)w1, S(s)Sσ(0)w2] (2.58)

for any v, w ∈ L2
Q. Upon choosing a basis (ek) of L2(Rm) and applying Lemma 5.3, we find

E[Γ(2)
σ (t)] = −

∫ t

0

∫ s

0

∞∑
k=0

〈Kσ(s′)[
√
Qek,

√
Qek], ψtw〉L2(Rn) ds

′ds, (2.59)

together with

E[V (2)
σ (t)] =

∫ t

0

S(t− s)
∫ s

0

∞∑
k=0

[
Kσ(s′)[

√
Qek,

√
Qek]

− Φ′σ
〈Kσ(s′)[

√
Qek,

√
Qek], ψtw〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)

]
ds′ds.

(2.60)

Sending t→∞, we can explicitly compute

cod
σ;2 = lim

t→∞
t−1E[Γ(2)

σ (t)] = −
∫ ∞

0

∞∑
k=0

〈Kσ(s′)[
√
Qek,

√
Qek], ψtw〉L2(Rn) ds. (2.61)

Note that this integral converges because Sσ(0) is orthogonal to ψtw, which circumvents the nonde-
caying mode of the semigroup.

In a similar fashion, we can obtain

V od
σ;2 = lim

t→∞
E
[
V (2)
σ (t)

]
. (2.62)

Switching the integrals in (2.60) and applying the operator identity [32, Prop. 1.3.6]

Ltw

∫ t

0

S(s)ds = S(t)− I, (2.63)

we arive at

V od
σ;2 = L−1

tw

∫ ∞
0

[S(s)− I]

∞∑
k=0

[
Kσ(s)[

√
Qek,

√
Qek]− Φ′σ

〈Kσ(s)[
√
Qek,

√
Qek], ψtw〉L2(Rn)

〈Φ′σ, ψtw〉L2(Rn)

]
ds.

(2.64)
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Third order: Γ
(3)
σ Provided that the nonlinearities are sufficiently smooth, the methods in the

previous paragraphs can in principle be extended to any desired order in σ, but the computations
get more involved. However, it is important to note that in order to compute the n-th order approxi-
mation of Γ(t), we only need information from V (t) up to order n−1. In particular, upon inspecting
equation (2.20) we find that

σ3Γ(3)
σ (t) =

∫ t

0

aσ
(
σV (1)

σ (s) + σ2V (2)
σ (s)

)
ds+ σ

∫ t

0

bσ
(
σV (1)

σ (s) + σ2V (2)
σ (s)

)
dWQ

s

− σΓ(1)
σ (t)− σ2Γ(2)

σ (t) +O(σ4).

(2.65)

This gives us a convenient numerical procedure to compute cod
0;3 without having to explicitly compute

a
(3)
σ and b

(2)
σ . Indeed, we may write

cod
0;3 = lim

σ→0, t→∞
σ−3E

[ ∫ t

0

aσ
(
σV (1)

σ (s) + σ2V (2)
σ (s)

)
ds− σ2Γ(2)

σ (t)
]
. (2.66)

2.4 Predictions

Based upon the perturbation analysis in the previous section, we can make the following predictions
on the behavior of the wave.

Diffusive phase wandering At leading order in σ, we see that the phase wanders diffusively
around the deterministic position c0t. Indeed, based upon (2.51) we predict that

Var
(
Γ(t)

)
= σ2〈g(Φσ)QgT (Φσ)ψtw, ψtw〉2L2(Rn)t+O(σ3). (2.67)

In the specific case of the stochastic Nagumo equation, this expression has been known for two
decades already [14, eq. (6.25)]. Similar identities (with g(u) = 1) were found for almost translation-
ally invariant additive noise [26, §3.4] and in the context of neural field equations [5]. Remark that
the difference between the Itô and Stratonovich interpretation cannot yet be observed at this level.

Short term behavior Based on (2.59) we see that on short timescales we have

E[Γ(2)
σ (t)] ∼ t2, (2.68)

which does not contribute meaningfully to the speed for small t. Similarly, we have

Var[V (1)
σ (t)] ∼ t, E[V (2)

σ (t)] ∼ t2, (2.69)

which shows that also the shape of the wave is relatively unaffected by these correction terms. In
particular, we see that on short timescales the pair (Φσ, cσ) indeed accurately describes the shape
and speed of the wave. We feel that this justifies the use of our ‘instantaneous stochastic wave’
terminology.

Long term behavior On longer timescales the Ornstein-Uhlenbeck-like process V
(1)
σ starts to

play an important role, causing fluctuations around (Φσ, cσ) that lead to the orbital drift corrections.
Using the Itô isometry, we predict that the size of the perturbations behaves as

E[‖V (t)‖2L2(Rn)] = σ2E[‖V (1)
0 (t)‖2L2(Rn)] +O(σ3)

= σ2

∫ t

0

‖S(s)S0(0)‖2
HS
(
L2
Q,L

2(Rn)
) ds+O(σ3),

(2.70)
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see [11, Ex. 4]. We point out that the integral actually converges (at an exponential rate) as t→∞.
Naturally, the residual is predicted to behave as

E[‖Vres(t)‖2L2(Rn)] = E[‖V (t)− V (1)
σ (t)− V (2)

σ (t)‖2L2(Rn)] ∼ O(σ6). (2.71)

However, for the stability analysis the quantity of interest is the expectation of the supremum
of ‖V (t)‖2 over the interval [0, T ]. In contrast to the expressions above, this expectation blows up
as T → ∞. Based on detailed and very delicate computations for the standard scalar Ornstein-
Uhlenbeck process [2, 37], we conjecture that this expectation grows as ln2 T . However, it is not
clear to us how a similar bound can be obtained in the infinite-dimensional semigroup setting.
In our rigorous stability proof we are therefore forced to work with a weaker O(T ) bound, which
understates the timescales over which we can keep track of the stochastic wave.

Turning to the limiting speed and shape of the wave, we arrive at the prediction

cσ;lim = cσ + σ2cod
σ;2 + σ3cod

σ;3 +O(σ4)

= c0 + σ2[c0;2 + cod
0;2] + σ3cod

0;3 +O(σ4),
(2.72)

where we used (Φσ, cσ) = (Φ0, c0) + O(σ2) to conclude that the difference between cod
σ;2 and cod

0;2 is
also of order σ2. In a similar fashion, we obtain

Φσ;lim = Φσ + σ2V od
0;2 +O(σ3)

= Φ0 + σ2
[
Φ0;2 + V od

0;2

]
+O(σ3).

(2.73)

The leading order terms in the expressions (2.72)-(2.71) and (2.72)-(2.73) can all be explicitly com-
puted, which will allow us to test our predictions against numerical simulations in §3 and §4.

3 Example I: The Nagumo Equation

In this section, we study the explicit example

dU = [∂xxU + fcub(U) +
µσ2

2
q(0)g′(U)g(U)]dt+ σg(U)dWQ

t , (3.1)

in which µ is either zero (Itô) or one (Stratonovich), while the nonlinearities are given by

fcub(U) = U(1− U)(U − a), g(U) = U(1− U) (3.2)

for some a ∈ (0, 1). We do remark that g does not have a bounded second derivative as demanded
by our assumption (HSt). This technical problem can be remedied by applying a cut-off function to
g(U) to ensure that this value levels off for U >> 1.

Following [30], we use the normalized kernel

q(x) =
1

2ζ
e
−πx2

4ζ2 (3.3)

to generate the cylindrical Q-Wiener process WQ
t over L2(R). Here the parameter ζ > 0 is a measure

for the spatial correlation length, which is defined [14] as the second moment of q, i.e. 2ζ
π . The kernel

p of
√
Q can be computed by taking the inverse Fourier transform of

√
q̂; see Appendix A.1. This

yields

p(x) = 4

√
π

2

e
−πx2

2ζ2

ζ
. (3.4)
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Fig. 3.1: Panel (a) compares the deterministic wave speed (3.6) (green), the instantaneous stochastic wave
speed cσ for the Ito (blue) and Stratonovich (red) interpretations and the speed csne derived in [14, eq. (6.33)]
(orange), all for σ = 1 and ζ = 1. The red and orange lines are only plotted for aeff ∈ (0, 1/2). Panel (b)
compares the associated wave profiles a = 0.45 and σ = 1.3. Notice the steepening and flattening of the waves
for the Itô respectively Stratonovich interpretations. The profiles are computed on the interval [−40, 40], but
here zoomed in to [−15, 15] to highlight the differences.

Notice that the dimensions of the problem are n = m = 1, which means that g = gT .
We now set out to carefully perform the computations in §2.3 and compare the results with our

numerical simulations. These simulations are based on the algorithms from [31, Chap. 10]. In partic-
ular, we use a semi-implicit scheme in time and a straight-forward central-difference discretization in
space. In addition, we use circulant embedding [31, Alg. 6.8] to generate a stochastic Wiener process
with the prescribed spatial correlation function.

Computing (Φσ, cσ) As explained in §1, the wave (Φ0, c0) satisfies the ODE

Φ′′0 + c0Φ′0 + fcub(Φ0) = 0 (3.5)

and is given by

Φ0 =
1

2

[
1− tanh

(
1

2
√

2
x

)]
, c0 =

√
2

(
1

2
− a
)
. (3.6)

The linear operators Ltw and L∗tw act as

Ltwv = v′′ + c0v
′ + f ′cub(Φ0)v, L∗tww = w′′ − c0w′ + f ′cub(Φ0)w (3.7)

and we write Φ′0 respectively ψtw(x) = ec0xΦ′0/〈Φ′0, ec0·Φ′0〉L2(R) for their normalized simple eigen-
functions at zero.

In this scalar setting, the full equation Fσ(Φσ, cσ) = 0 can be written as

Φ′′σ + cσΦ′σ + fcub(Φσ) =− σ2

2

〈q ∗ (g(Φσ)ψtw), g(Φσ)ψtw〉L2(R)

〈Φ′σ, ψtw〉2L2(R)

Φ′′σ

+ σ2

(
g(Φσ)q ∗ (g(Φσ)ψtw)

)′
〈Φ′σ, ψtw〉L2(R)

− µσ2

2
q(0)g′(Φσ)g(Φσ).

(3.8)

It is interesting to compare this equation with the system

Φ′′sne + csneΦ′sne + fcub(Φsne) = −µσ
2

2
q(0)g′(Φsne)g(Φsne) (3.9)
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used to construct the waves (Φsne, csne) in [14] using their so-called small noise expansion technique.
As the authors remark, this equation is not the result of a systematic perturbative expansion in
σ, but rather a partial resummation of such an expansion. For example, the additional two O(σ2)
terms in (3.8) arise from the second order terms in the Itô formula which were neglected in [14].

In any case, for µ = 1 we can rewrite (3.9) in the explicit form

Φ′′sne + csneΦ′sne +
(
1− σ2q(0)

)
u(1− u)

(
u− aeff

)
= 0, (3.10)

with a new effective detuning parameter

aeff =
2a− σ2q(0)

2− 2σ2q(0)
. (3.11)

This equation is just a scaled version of the original ODE, which can be solved by rescaling (3.6) as

Φsne =
1

2

[
1− tanh

(√
1− σ2q(0)

2
√

2
x

)]
, csne =

√
2
(
1− σ2q(0)

)
(
1

2
− aeff). (3.12)

Our full system (3.8) cannot be solved explicitly, but in the bistable regime aeff ∈ (0, 1) we were
able to use a straightforward numerical boundary value problem solver to approximate the solutions;
see Fig. 3.1a. These results show that csne is a reasonable approximation for cσ, but in Fig. 3.4b we
shall see that csne compares less favourably with the full limiting wave speed. Note that our solutions
are in agreement with the numerical observations from [30]: for the Stratonovich interpretation the
wave moves faster and is less steep, but for the Itô interpretation the wave slows down and becomes
steeper.

We now turn to expanding (Φσ, cσ) in powers of σ. Following (2.48), the lowest order correction
to cσ becomes

c0;2 =− 1

2
〈Φ′′0 , ψtw〉L2(R)〈q ∗ (g(Φ0)ψtw), g(Φ0)ψtw〉L2(R) − 〈g(Φ0)q ∗ (g(Φ0)ψtw), ψ′tw〉L2(R)

− µq(0)

2
〈g′(Φ0)g(Φ0), ψtw〉L2(R).

(3.13)

We can subsequently find Φ0;2 by numerically inverting the linear operator Ltw to solve

LtwΦ0;2 = −1

2
Φ′′0〈q ∗ (g(Φ0)ψtw), ψtw〉2L2(R) − c0;2Φ′0 +

(
g(Φ0)q ∗ (g(Φ0)ψtw)

)′
− q(0)

2
g′(Φ0)g(Φ0).

(3.14)

We remark that these approximations can also be evaluated for additive noise (g = 1), or, in the Itô
interpretation, for q(x− y) = δ(x− y). In Fig. 3.3 we compare (Φσ −Φ0, cσ − c0) with our quadratic
approximations for a range of different values of σ. There appears to be a good agreement, both for
the Itô and Stratonovich interpretation.

Limiting wave speed In order to provide some insight on the effectiveness of our stochastic
phase Γ(t), Fig. 3.2 describes the behaviour of U(t) for a single realization of (3.1) in three different
reference frames. The first panel shows the wave in the deterministic co-moving frame, which clearly
underestimates the wave speed. Replacing the speed c0 by cσ gives a better approximation, but the
wave is still wandering. The right panel shows that these fluctuations can be largely eliminated by
using Γ(t), confirming that this an appropriate representation for the position of the wave.

At leading order, the fluctuations around cσt are described by the scaled Brownian motion

Γ
(1)
0 (t) =

∫ t

0

〈ψtw, g(Φ0)dWQ
s 〉L2(R). (3.15)
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(a) U(x+ c0t, t) (b) U(x+ cσt, t) (c) U(x+ Γ(t), t)

Fig. 3.2: A single realization of (3.1) in the Stratonovich interpretation with initial condition Φσ in 3 dif-
ferent reference frames, with parameters a = 0.25, σ = 0.3 and ζ = 1. We can clearly see in (a) that the
deterministic speed underestimates the stochastic speed. Replacing c0 with cσ in (b) captures the movement
better, but the position is still fluctuating. Panel (c) shows that these fluctuations can be captured almost
completely in the Γ(t)-frame.

The corresponding variance is given by

Var
(
σΓ

(1)
0 (t)

)
= σ2〈q ∗ (g(Φ0)ψtw), g(Φ0)ψtw〉L2(R)t, (3.16)

which exactly matches [14, eq. (6.25)]. Since E Γ
(1)
0 (t) = 0, the orbital drift corrections to the limiting

wave speed are only visible at second order in σ. In particular, the lowest order contribution given
in (2.61) reduces to

cod
0;2 = −1

2

∫ ∞
0

∞∑
k=0

〈f ′′cub(Φ0)
(
S(s)S0(0)[p ∗ ek]

)2

, ψtw〉L2(R) ds. (3.17)

Here the square is taken in a pointwise fashion, with

S0(0)[p ∗ ek] = g(Φ0)p ∗ ek − Φ′0〈p ∗ ek, g(Φ0)ψtw〉L2(R). (3.18)

In order to evaluate this expression for cod
0;2, we need to choose an appropriate orthonormal basis for

L2([−L,L];R), where [−L,L] is the domain that we use for the numerical simulations. Following
[30, 38], we take

e
(L)
k,c (x) =

1√
L

cos(
πkx

L
), e

(L)
k,s (x) =

1√
L

sin(
πkx

L
) (3.19)

for all integers k ≥ 0 and introduce the quantities

λk;apx = exp[−πk2ζ2/L2]. (3.20)

A short computation shows that

Qe
(L)
k,c = q ∗ e(L)

k,c =

∫ L

−L
q(· − y)e

(L)
k,c (y)dy ≈

∫ ∞
−∞

q(· − y)e
(L)
k,c (y)dy = λk;apxe

(L)
k,c (3.21)

and in the same fashion we find Qe
(L)
k,s ≈ λk;apxe

(L)
k,s . These observations can be used to approximate

the expression (3.17) by writing

cod
0;2 ≈ −

1

2

∫ ∞
0

150∑
k=0

∑
#∈{c,s}

λk;apx〈f ′′cub(Φ0)
(
S(s)I(L)

k#

)2
, ψtw〉L2([−L,L];R) ds, (3.22)

in which we have
I(L)
k# = g(Φ0)e

(L)
k# − Φ′0〈e

(L)
k# , g(Φ0)ψtw〉L2([−L,L];R). (3.23)

21



We verified numerically that the resulting sum converges exponentially fast in both L and k.

In order to approximate the cubic coefficient cod
σ;3, we use the fact that Γ

(3)
σ (t) depends only on

V
(1)
σ (t) and V

(2)
σ (t). In particular, we made the approximation

σ3cod
0;3 ≈ cod

cub(σ) (3.24)

by numerically computing

cod
cub(σ) =

2

T

∫ T

T
2

1

t
E
[
Γapx(t)− cσt− σΓ(1)

σ (t)− σ2Γ(2)
σ (t)

]
dt, (3.25)

in which

Γapx(t) = cσt+

∫ t

0

aσ
(
σV (1)

σ (s) + σ2V (2)
σ (s)

)
ds+

∫ t

0

bσ(σV (1)
σ (s) + σ2V (2)

σ (s)
)
dWQ

s (3.26)

denotes the value for Γ(t) that is obtained by integrating (2.20) using only the second order approx-
imation of V .

Putting everything together, we obtain the prediction

cpred
σ;lim = c0 + σ2[c0;2 + cod

0;2] + cod
cub(σ) +O(σ4). (3.27)

To get a feeling for the sizes of the perturbations in the Stratonovich interpretation, we remark that
our computations for a = 0.25 and ζ = 1 yield

cpred
σ;lim = 0.3536 + σ2[0.056− 0.0043] + 0.0036σ3 +O(σ4). (3.28)

Clearly, the contribution from the orbital drift is significantly smaller then the contribution from cσ.
To test this prediction, we numerically computed a proxy for the limiting wave speed by evaluating

the integral

cobs
σ;lim = cσ +

2

T

∫ T

T
2

1

t
E[Γ(t)− cσt− σΓ(1)

σ (t)] dt, (3.29)

which computes the average speed over the interval [T/2, T ] in order to remove any transients from

the data. Note that subtracting Γ
(1)
σ (t) does not change the average but speeds up the convergence

towards the average. This computation is motivated by the plots of E[Γ(t)− cσt] contained in Fig.
3.4a, which have a clear linear trend. This validates the concept of a limiting wavespeed, but also
illustrates the need to include the orbital drift corrections to the instantaneous wavespeed cσ.

In Fig. 3.4b we show the relative deviation of cσ;lim from c0, i.e. (cσ;lim − c0)/c0. The blue dots
represent the numerically observed values. The red dashed line shows the quadratic approximation
c0 + σ2[c0;2 + cod

0;2] and there is indeed a good correspondence.

We also provide a cubic approximation to the wave speed by adding the term cod
cub(σ). This indeed

improves the prediction, validating our computations. However, it also shows that the improvement
is small and might not be worth the effort.

For completeness, we also included the predictions (3.9) arising from the small noise expansion
technique. The results show that these predicitions capture the overall behavior of the limiting speed
correctly, but the values deviate significantly.

Size of V (t) Next, we turn our attention to the size of the perturbation V (t) defined in (2.34).

Although the leading order term V
(1)
0 (t) has zero mean, this does not hold for its norm. Indeed,
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Fig. 3.3: These panels display the stochastic corrections cσ− c0 and Φσ−Φ0 for the wave speed (a) and wave
profile (b), together with their leading order approximations. We chose a = 0.25 and ζ = 1, which results in
c0;2 = −0.0298 (Itô) and c0;2 = 0.0563 (Stratonovich). The profiles in (b) were computed for σ = 0.5.
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Fig. 3.4: In (a) we computed the average E[Γ(t)− cσt] over 1000 simulations of (2.34) for the Stratonovich
interpretation, using the procedure described in the main text for several values of σ. Notice that a clear trend
is visible, which validates the orbital drift principle. In (b) we show the relative deviation of cσ;lim from c0.
Here the observed limiting speed is computed by evaluating the average (3.29) for the data in (a), while the
quadratic and cubic approximations were computed using the relevant terms in (3.27). The orange line is the
prediction arising from the small noise expansion (3.12). Both plots use a = 0.25 and ζ = 1.
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Fig. 3.5: In (a) we computed the average E[‖V (t)‖2L2 ] over 1000 realization of (2.34) in the Itô interpretation.
The dashed line shows the numerical evaluation of the first order term (3.30). In (b) we computed the

corresponding averages for the residual (3.32) by evaluating and subtracting σV
(1)
σ (t) and σ2V

(2)
σ (t) for

every realization in (a). Note that both V (t) and Vres(t) stabilize over time.
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using (2.70) we find

E[‖V (1)
0 (t)‖2L2(R)] =

∫ t

0

‖S(s)S0(0)‖2
HS
(
L2
Q,L

2(R)
)ds

=

∫ t

0

∞∑
k=0

‖S(s)[g(Φ0)p ∗ ek − Φ′0〈g(Φ0)ψtw, p ∗ ek〉L2(R)]‖2L2(R) ds.

(3.30)

This expectation can be approximated using the same basis functions and eigenvalues that we used
for the orbital drift. Stated more concretely, we recall (3.23) and write

E[‖V (1)
0 (t)‖2L2(R)] ≈

∫ t

0

150∑
k=0

∑
#∈{c,s}

λk;apx‖S(s)I(L)
k# ‖

2
L2([−L,L];R) ds. (3.31)

This function is represented by the red dashed line in Fig. 3.5a. This agrees well with the numerical
average of E[‖V (t)‖2L2(R)] that we computed directly from our simulations. The exponential behavior
for short time scales as well as the longer term stabilization are nicely captured by these results. We
note that we expect this limiting value to be of order O(σ2). This is confirmed by Fig. 3.7a, which
shows how E‖V (T )‖2L2(R) scales with σ for T = 1000.

Similar behaviour was found during our simulations for the residual

Vres(t) = V (t)− σV (1)
σ (t)− σ2V (2)

σ (t). (3.32)

Indeed, Fig. 3.5b shows that this residual also stabilizes exponentially fast to a small value which
we expect to be O(σ6), as confirmed in Fig. 3.7a.

We emphasize that we do not expect the running supremum of ‖V (t)‖L2 to stabilize in the same
fashion. Indeed, we numerically computed E[sup0≤s≤t‖V (s)‖2L2(R)] for 0 ≤ t ≤ 1000. The results

strongly suggest that this supremum grows logarithmically in time (Fig. 3.8a) and scales as σ2 for
large fixed t (Fig. 3.8b). This is hence significantly better than the O(σ2t) bound that arises from
the Burkholder-Davis-Gundy inequality and confirms our belief that our approach can be used to
track waves over time scales that are exponential in σ.

Limiting wave profile Since E[V
(1)
σ (t)] = 0, we expect the leading order contribution to the

average of V (t) to be given by σ2E[V
(2)
0 (t)]. Using (3.18) once more, we find that (2.60) can be

written as

E[V
(2)
0 (t)] =

1

2

∫ t

0

S(t− s)
∫ s

0

∞∑
k=0

[
f ′′cub(Φ0) (S(s′)S0(0)[p ∗ ek])

2

− Φ′0〈f ′′cub(Φ0) (S(s′)S0(0)[p ∗ ek])
2
, ψtw〉L2(R)

]
ds′ds.

(3.33)

This can be evaluated using the same expressions for the eigenvalues and eigenfunctions that we
used for the orbital drift. In order to compare this to our simulations, we numerically approximated

E[V (t)] by taking the average over 500 simulations of V (t) − σV (1)
σ (t). Since E[V

(1)
σ (t)] = 0, this

again speeds up the convergence to the mean. The results are contained in Fig. 3.6, which shows

that σ2E[V
(2)
0 (t)] is indeed very good approximation for E[V (t)]. These plots also show that the

average shape indeed appears to converge to a limit, motivating us to write

Φobs
σ;lim = Φσ + E[V (20)]. (3.34)

We recall our prediction

Φpred
σ;lim = Φ0 + σ2[Φ0;2 + V od

0;2 ] +O(σ3) (3.35)
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(a) E[V (t)] (b) σ2E[V
(2)
0 (t)]

Fig. 3.6: Panel (a) displays the average of V (t) over 500 iterations of (3.1) in the Stratonovich interpretation
for a = 0.25, ζ = 1 and σ = 0.5. Panel (b) contains a numerical evaluation of (3.33) that includes the first
150 terms of the sum.

(a) (b)

Fig. 3.7: The datapoints in (a) are computed from Fig. 3.5 by evaluating the expectations at T = 1000 and
plotting them as function of σ. We observe that E[‖V (T )‖2L2(R)] and E[‖Vres(T )‖2L2(R)] scale as O(σ2) and

O(σ6) respectively, as predicted. Panel (b) compares the observed (solid) and predicted (dashed) limiting
deviations from Φ0 for multiple values of σ in the Stratonovich interpretation, see (3.34) and (3.35).

for the limiting wave profile. We can now numerically approximate the expression (2.64) for V od
0;2 by

computing

V od
0;2 ≈

1

2
L−1

tw

∫ T

0

[S(s)− I]

150∑
k=0

∑
#∈{c,s}

λk;apx

[
f ′′cub(Φ0)

(
S(s)I(L)

k#

)2
− Φ′0〈f ′′cub(Φ0)

(
S(s)I(L)

k#

)2
, ψtw〉L2([−L,L];R)

]
ds.

(3.36)

To test our prediction, we compare Φobs
σ;lim −Φ0 against σ2[Φ0;2 + V od

0;2 ] for multiple values of σ. The
results are plotted in Fig. 3.7b, which again confirms that there is a good match.

4 Example II: The FitzHugh-Nagumo system

In this section we repeat the experiments from §3 for the two-component FitzHugh-Nagumo system

dU =
[
Uxx + fcub(U)−W + µσ2h(u)(U,W )]dt+ σg(u)(U,W )dWQ1

t ,

dW =
[
%Vxx + ε(U − γW ) + µσ2h(w)(U,W )]dt+ σg(w)(U,W )dWQ2

t ,
(4.1)
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Fig. 3.8: Panel (a) shows the numerical evaluation of E[sup0≤s≤t‖V (s)‖2L2(R)] for different values of σ, where
the average is computed over 500 iterations. The trend lines indicate that this supremum admits logarithmic
growth. Panel (b) plots the supremum at t = 1000 against σ, illustrating the O(σ2) behaviour. We used the
Itô interpretation with a = 0.25 and ζ = 1.

where fcub is the same cubic polynomial as in §3 and %, ε, γ, σ > 0. We assume that the two processes
WQ1

t and WQ2

t are independent, allowing us to write

g(U,W ) =

(
g(u)(U,W ) 0

0 g(w)(U,W )

)
, Q

(
v1

v2

)
=

(
Q1v1 0

0 Q2v2

)
=

(
q1 ∗ v1 0

0 q2 ∗ v2

)
(4.2)

for two convolution kernels q1 and q2. In particular, we have n = m = 2 and we assume that the
combination diag(q1, q2) satisfies (Hq).

Upon combining the general computations in [12, p. 123] with the abstract infinite-dimensional
framework developed in [40, §4.1], one can show that the Itô-Stratonovich correction term is given
by(
h(u)(U,W ), h(w)(U,W )

)T
=

1

2

(
q1(0)D1g

(u)(U,W )g(u)(U,W ), q2(0)D2g
(w)(U,W )g(w)(U,W )

)T
.

(4.3)

As usual, we can switch between the Itô (µ = 0) and Stratonovich (µ = 1) interpretations for the
noise term.

All the expressions that we derive in this section are valid for the general situation described in
(4.2). However, in order to generate our plots we used the specific choices

g(u)(U,W ) = U, g(w)(U,W ) = 0, q1(x) = q2(x) =
1

2
e
−πx2

4 , (4.4)

together with the parameter values a = 0.1, % = 0.01, ε = 0.01 and γ = 5. Although we were unable
to find prior work to which our results can be compared, we do point out that computations for the
somewhat related Barkley model are discussed in [13].

Computing (Φσ, cσ). Assume for the moment that the deterministic travelling wave ODE

∂ξξΦ
(u)
0 + c0∂ξΦ

(u)
0 + fcub(Φ

(u)
0 )− Φ

(w)
0 = 0,

%∂ξξΦ
(w)
0 + c0∂ξΦ

(w)
0 + ε(Φ

(u)
0 − γΦ

(w)
0 ) = 0

(4.5)
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Fig. 4.1: These panels display the stochastic corrections cσ − c0 for the wave speed (a) and the stochastic
wave profiles Φσ for σ = 0.3 (b), together with their quartic approximations.

has a spectrally stable wave solution Φ0 = (Φ
(u)
0 ,Φ

(w)
0 ). We then recall the associated linear operator

Ltw : H2(R2)→ L2(R2) that acts as

Ltw =

 ∂ξξ + c0∂ξ + f ′cub(Φ
(u)
0 ) −1

ε %∂ξξ + c0∂ξ − εγ

 , (4.6)

together with the formal adjoint operator that is given by

L∗tw =

 ∂ξξ − c0∂ξ + f ′cub(Φ
(u)
0 ) ε

−1 %∂ξξ − c0∂ξ − εγ

 . (4.7)

The spectral stability implies that L∗tw admits an eigenfunction ψtw = (ψ
(u)
tw , ψ

(w)
tw ) that can be

normalized in such a way that
〈∂ξΦ0, ψtw〉L2(R2) = 1. (4.8)

To summarize, we have

Ltw∂ξ(Φ
(u)
0 ,Φ

(w)
0 )T = 0, L∗tw(ψ

(u)
tw , ψ

(w)
tw )T = 0. (4.9)

The existence of such spectrally stable waves has been obtained in various parameter regions
[1, 9, 10, 20], but no explicit expressions are available for (Φ0, c0). However, they can readily be
computed numerically.

Upon writing Φσ = (Φ
(u)
σ ,Φ

(w)
σ ), the stochastic wave equation Fσ(Φσ, cσ) = 0 becomes

∂ξξΦ
(u)
σ + cσ∂ξΦ

(u)
σ + fcub(Φ(u)

σ )− Φ(w)
σ =− σ2

2
b̃(Φσ)∂ξξΦ

(u)
σ − µσ2h(u)(Φσ)

+ σ2 ∂ξ[g
(u)(Φσ)q1 ∗ (g(u)(Φσ)ψ

(u)
tw )]

〈∂ξΦσ, ψtw〉L2(R2)
,

%∂ξξΦ
(w)
σ + cσ∂ξΦ

(w)
σ + ε(Φ(u)

σ − γΦ(w)
σ ) =− σ2

2
b̃(Φσ)∂ξξΦ

(w)
σ − µσ2h(w)(Φσ)

+ σ2 ∂ξ[g
(w)(Φσ)q2 ∗ (g(w)(Φσ)ψ

(w)
tw )]

〈∂ξΦσ, ψtw〉L2(R2)
,

(4.10)

where b̃ is given by

b̃(Φ) = −
〈q1 ∗ (g(u)(Φ)ψ

(u)
tw ), g(u)(Φ)ψ

(u)
tw 〉L2(R) + 〈q2 ∗ (g(w)(Φ)ψ

(w)
tw ), g(w)(Φ)ψ

(w)
tw 〉L2(R)

〈∂ξΦσ, ψtw〉2L2(R2)

. (4.11)
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(a) U(x+ c0t, t) (b) U(x+ cσt, t) (c) U(x+ Γ(t), t)

Fig. 4.2: A single realization of the U-component of (4.1) with σ = 0.1 in 3 different reference frames. The
initial condition is given by U(0) = Φσ.

Using (4.10) to evaluate (2.48), we find that the lowest order correction to the speed cσ reduces
to

c0;2 =− 1

2
b̃(Φ0)〈∂ξξΦ0, ψtw〉L2(R,R2) − 〈g(u)(Φ0)q1 ∗ (g(u)(Φ0)ψ

(u)
tw ), ∂ξψ

(u)
tw 〉L2(R)

− 〈g(w)(Φ0)q2 ∗ (g(w)(Φ0)ψ
(w)
tw ), ∂ξψ

(w)
tw 〉L2(R) − µ〈h(Φ0), ψtw〉L2(R2).

(4.12)

In Fig. 4.1a we numerically computed cσ for the two interpretations. It turns out that the second
order approximation above is only accurate for a range of σ that is much smaller than we saw for the
Nagumo equation. By also including the quartic term c0;4 in our expansion we are able to track Φσ
reasonably well up to σ = 0.3. This is more than sufficient for practical purposes, as our simulations
of the full system (4.1) revealed that the pulse is unstable for values of σ larger than approximately
σ = 0.15.

Fig. 4.1b displays the shape of the instantaneous stochastic wave profile Φσ for the two different
interpretations. It is striking that the wave becomes significantly wider for Stratonovich noise.

Limiting wave speed In Fig. 4.2 we illustrate the behavior of a representative sample solution to
(4.1) by plotting it in three different moving frames. Fig. 4.2a clearly shows that the deterministic
speed c0 overestimates the actual speed as the wave moves to the left. The situation is slightly
improved in Fig. 4.2b, where we use a frame that travels with the stochastic speed cσ. However,
the position of the wave now fluctuates around a position that still moves slowly to the left as a
consequence of the orbital drift. This is remedied in Fig. 4.2c, where we use the full stochastic phase
Γ(t). This again validates the idea of using Γ(t) as position of the wave.

As in the previous example, the variance of Γ(t) is well-described by the variance of the leading

order term Γ
(1)
0 , which is given by

Var
(
Γ

(1)
0 (t)

)
= 〈q1 ∗ (g(u)(Φ0)ψ

(u)
tw ), g(u)(Φ0)ψ

(u)
tw 〉L2(R)t

+ 〈q2 ∗ (g(w)(Φ0)ψ
(w)
tw ), g(w)(Φ0)ψ

(w)
tw 〉L2(R)t.

(4.13)

In order to explain the drift observed in Fig. 4.2, we split the semigroup S(t) into its two rows by

writing S(t) =
(
S(u)(t), S(w)(t)

)T
. The coefficient (2.61) can now be computed as

cod
0;2 = lim

t→∞
t−1E[Γ

(2)
0 (t)] = −

∫ ∞
0

∞∑
k=0

〈K0(s)[
√
Qek,

√
Qek], ψtw〉L2(R2)ds

= −1

2

∫ ∞
0

∞∑
k=0

〈f ′′cub(Φ
(u)
0 )
(
S(u)(s)Ik

)2
, ψ

(u)
tw 〉L2(R) ds.

(4.14)
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Fig. 4.3: In (a) we computed the average E[Γ(t)− cσt] over 500 simulations of (2.34) with µ = 0 for several
values of σ, using the procedure described in the main text. Notice that a clear trend is visible. In (b) we
show the relative deviation of cσ;lim from c0. Here the observed limiting speed is computed by evaluating the
average (4.18) for the data in (a), while the various quadratic predictions are obtained from the relevant
terms in (4.17).

Here Ik is given by

Ik =

(
g(u)(Φ0)p1 ∗ e(u)

k

g(w)(Φ0)p2 ∗ e(w)
k

)
− αk∂ξ

(
Φ

(u)
0

Φ
(w)
0

)
, (4.15)

in which (ek) = (e
(u)
k , e

(w)
k ) is a basis of L2(R2) and αk is given by

αk =
〈p1 ∗ e(u)

k , g(u)(Φ0)ψ
(u)
tw 〉L2(R)+〈p2 ∗ e(w)

k , g(w)(Φ0)ψ
(w)
tw 〉L2(R)

〈∂ξΦ0, ψtw〉L2(R2)
. (4.16)

It is important to note here that the two components in the equation above mix even when g(w) = 0
due to the presence of the semigroup.

In order to evaluate (4.14) numerically, we reuse the basis (3.19) for L2([−L,L];R) to construct a
basis for L2([−L,L];R)×L2([−L,L];R). Because Q is diagonal we can also recycle the approximate
eigenvalues λk;apx. For the Itô interpretation and the parameter values used in Fig. 4.3a, we obtain

cpred
σ;lim = c0 + σ2[c0;2 + cod

0;2] +O(σ3)

= 0.4693− σ2[0.5138 + 0.1470] +O(σ3).
(4.17)

Clearly, for the FitzHugh-Nagumo equation the influence of the orbital drift is significant.
To validate our predictions, we again numerically compute

cobs
σ;lim = cσ +

2

T

∫ T

T
2

1

t
E[Γ(t)− cσt− σΓ(1)

σ (t)] dt (4.18)

and compare the outcome with (4.17). Fig. 4.3b shows that the total observed speed is indeed well
approximated by the two leading order corrections, σ2c0;2 and σ2cod

0;2.

Size of V (t) We now turn our attention to the perturbation

V (t) = (V (u)(t), V (w)(t)) =
(
U(·+ Γ(t), t),W (·+ Γ(t), t)

)
− (Φ(u)

σ ,Φ(w)
σ ) (4.19)

introduced in (2.34). As in §3, Figs. 4.4a and 4.6a show that E‖V (t)‖2L2(R2) stabilizes exponentially

fast to a fixed value of size O(σ2). These curves are nicely captured by the red dashed lines, which
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Fig. 4.4: In (a) we computed the average E[‖V (t)‖2L2 ] over 500 realization of (2.34) in the Itô interpretation.
The dashed line shows the numerical evaluation of the first order term (4.20). In (b) we computed the

corresponding averages for the residual (3.32) by evaluating and subtracting σV
(1)
σ (t) and σ2V

(2)
σ (t) for

every realization in (a). Again, both V (t) and Vres(t) stabilize over time.

describe the integral

E[‖V (1)
0 (t)‖2L2(R2)] =

∫ t

0

∞∑
k=0

‖S(s)Ik‖2L2(R2)ds (4.20)

that measure the size of the first order approximation

V
(1)
0 (t) =

(
V

(u,1)
0 (t), V

(w,1)
0 (t)

)T
. (4.21)

Fig. 4.4b shows that E‖Vres(t)‖2L2(R2) also stabilizes over time, but Fig. 4.6a indicates that the

expected O(σ6) scaling is not achieved (although the behaviour is significantly better than O(σ4)).
We expect that this can be improved by utilizing more advanced numerical schemes, but do not
pursue this further here.

Limiting Wave Profile Turning our attention to the average shape of V (t), we recall (4.15) and
note that (2.60) can be computed as

E [V
(2)
0 (t)] =

1

2

∫ t

0

S(t− s)
∫ s

0

∞∑
k=0

[(
f ′′cub(Φ0)

(
S(u)(s′)Ik

)2
0

)
− Φ′0〈f ′′cub(Φ0)

(
S(u)(s′)Ik

)2
, ψ

(u)
tw 〉L2(R)

]
ds′ds.

(4.22)

In Fig. 4.5 we compare this second-order expression with the numerical average of E[V (t)] over

500 simulations of (4.1). To speed up the convergence of the average, we subtract both σV
(1)
σ (t) and

the stochastic integral of σ2V
(2)
σ (t) from V (t). This does not change the outcome as both terms have

zero expectation.
Notice that these two processes are almost indistinguishable from each other. To illustrate this,

we provide snapshots of both processes at t = 50 in Fig. 4.6b for various values of σ. Notice that
the second-order approximants follow the intricate shape of E[V (t)] very closely.
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(a) E[V (u)(t)] (b) σ2E[V
(u,2)
0 (t)]

Fig. 4.5: Panel (a) shows the average of the first component of V (t), computed over 500 iterations of (4.1)
with σ = 0.1 and µ = 0. Panel (b) shows the first component of the numerical evaluation of (4.22). As before,
there is a good correspondence between the two figures.

-1.7 -1.6 -1.5 -1.4 -1.3 -1.2 -1.1 -1
-6

-5

-4

-3

-2

-1

0

(a)

-30 -20 -10 0 10 20 30

-0.06

-0.04

-0.02

0

(b)

Fig. 4.6: Panel (a) is computed from Fig. 4.4 by evaluating the expectations at the last time step T =
1000 and plotting them as function of σ. We observe that E[‖V (T )‖2L2(R2)] scales as O(σ2) as predicted

and E[‖Vres(T )‖2L2(R2)] scales significantly faster then O(σ4), but not as the predicted O(σ6). Panel (b)

is computed from Fig. 4.5, by evaluating E[V (u)(50)]. The dashed lines correspond to the second order

predictions σ2E[V
(u,2)
0 (50)].
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5 The stochastic phase-shift

In this section we derive the SPDE (2.34) that we used to describe the behaviour of the phase-shifted
perturbation

V (t) = T−Γ(t)[X(t) + Φref ]− Φσ (5.1)

introduced in (2.21). Here Tγ stands for the right-shift operator TγU = U(· − γ). We recall from §2
that the process X is a solution to the SPDE

dX =
[
ρ∂xx(X + Φref) + f(X + Φref) + σ2h(X + Φref)

]
dt+ σg(X + Φref)dW

Q
t (5.2)

posed on the Hilbert space L2(Rn). In addition, the phase Γ(t) was assumed to satisfy the SODE

dΓ =
[
cσ + aσ(U,Γ)

]
dt+ σb(U,Γ)dWQ

t , (5.3)

with nonlinearities aσ and b that were only defined locally.
In §5.1 we sketch how the noise process dWQ

t can be rigorously constructed. We subsequently
introduce several cut-off functions in §5.2 that allow us to define aσ and b in such a way that (5.3)
remains well-posed globally. This allows us to formulate an appropriate Itô lemma in §5.3, which we
use in §5.4 to perform the computations that lead to (2.34).

5.1 Background

In this section we briefly recall some of the functional analysis needed to set up the rigorous frame-
work to study SPDEs. In order to ease the comparison with the earlier work in [17], it turns out
to be convenient to work in an abstract setting for the moment. In particular, we consider noise
that lives in an arbitrary separable Hilbert space W and pick a non-negative symmetric operator
Q ∈ L(W,W). We then write6

WQ = Q1/2(W), (5.4)

which is again a separable Hilbert space with inner product

〈v, w〉WQ
= 〈Q−1/2v,Q−1/2v〉W . (5.5)

We now fix an orthonormal basis (ek) forW, which means that (
√
Qek) is a basis forWQ. For any

Hilbert space H, we recall that a linear map Λ :WQ → H is contained in the set of Hilbert-Schmidt
operators HS(WQ,H) if it satisfies 〈Λ,Λ〉HS(WQ,H) <∞. Here the inner product is given by

〈Λ1,Λ2〉HS(WQ,H) : =

∞∑
k=0

〈Λ1

√
Qek,Λ2

√
Qek〉H. (5.6)

The construction in [35, §2.5] allow us to define a Hilbert spaceWext ⊃ W so that the inclusionWQ ⊂
Wext is such a Hilbert-Schmidt operator. This (non-unique) extension space is the key ingredient
that allows our noise process to be rigorously constructed.

Turning to this task, we introduce a complete probability space
(

Ω,F ,P
)

, together with a normal

filtration (Ft)t≥0 and a set of independent (Ft)-Brownian motions (βk). Following [25, Eq. (2)], we
introduce the formal sum

WQ
t =

∞∑
k=0

√
Qekβk(t), (5.7)

6In the literature, the pair (WQ,W) is often denoted as (U0, U), but in our setting this might be confusing with
the solution U(t).
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which converges in L2(Ω,F , P ;Wext) for every t ≥ 0. We will refer to this limiting process WQ
t as a

(Ft, Q)-cylindrical Wiener process. The computations in [25, Prop. 2] show that the formal sums

〈WQ
t , w〉W =

∞∑
k=0

〈
√
Qek, w〉W βk(t), w ∈ W (5.8)

define scalar Wiener processes that satisfy

E
[
〈WQ

t , w1〉W〈WQ
t , w2〉W

]
= (t ∧ s)〈Qw1, w2〉W . (5.9)

For any Hilbert space H and any T > 0, we follow the convention in [35, 36] and introduce the
space

N 2
(
[0, T ]; (Ft);H

)
= {X ∈ L2

(
[0, T ]× Ω; dt⊗ P;H

)
:

X has a (Ft)-progressively measurable version},
(5.10)

For any process B ∈ N 2
(
[0, T ]; (Ft);HS(WQ,H)

)
, we now use [25, Eq (7)] to define the stochastic

integral ∫ t

0

B(s) dWQ
s = lim

m→∞

m∑
k=0

∫ t

0

B(s)[
√
Qek] dβk(s) (5.11)

for all 0 ≤ t ≤ T . This limit can be taken directly in L2(Ω,F , P ;H) and hence avoids the use of the
external space. In this setting, the Itô isometry can be stated as

E〈
∫ t

0

B1(s) dWQ
s ,

∫ t

0

B2(s) dWQ
s 〉H =

∫ t

0

〈B1(s), B2(s)〉HS(WQ,H) ds. (5.12)

Returning to our main SPDE (2.4), we assume for the moment that g(U) is a Hilbert-Schmidt
operator from WQ into L2(Rn) for every U ∈ UH1 . The formal adjoint

gadj(U) : L2(Rn)→WQ (5.13)

is then defined in such a way that

〈g(U)[w], ψ〉L2(Rn) = 〈w, gadj(U)ψ〉WQ
= 〈Q−1/2w,Q−1/2gadj(U)[ψ]〉W (5.14)

holds for any w ∈ W and ψ ∈ L2(Rn). This point of view allows us to unify the framework of this
paper with the setup used in [16, 17] where scalar noise is considered.

Indeed, for the setting described in §1-4 we can take W = L2(Rm) and WQ = L2
Q. A simple

computation shows that
gadj(U)[ψ] = Qg(U)Tψ, (5.15)

in which the matrix transpose is taken in a pointwise fashion. However, for W = Rm we must take

gadj(U)[ψ] = Q

∫
R
g
(
U(x)

)T
ψ(x) dx, (5.16)

which for m = 1 reduces further to

gadj(U)[ψ] = Q〈g(U), ψ〉L2(R). (5.17)

We shall see that (5.17) can be used to recover the results in [16, 17] from the expressions that we
derive in this section.
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5.2 Construction of aσ, b, Φσ and cσ

In order to ensure that the SDE for the phase Γ(t) is well-defined and admits global solutions, we
need to define the functions aσ and b appearing in (2.19) in such a way that b is globally bounded,
while the singularities in (2.26) and (2.31) are avoided. To achieve this, we pick a C∞-smooth
non-decreasing cut-off function

χlow : R→ [
1

4
,∞), (5.18)

that satisfies the identities

χlow(ϑ) =
1

4
for ϑ ≤ 1

4
, χlow(ϑ) = ϑ for ϑ ≥ 1

2
. (5.19)

In addition, we choose a C∞-smooth non-increasing cut-off function

χhigh : R+ → [0, 1], (5.20)

for which we have

χhigh(ϑ) = 1 for ϑ ≤ Kup, χhigh(ϑ) = 0 for ϑ ≥ Kup + 1 (5.21)

for some sufficiently large Kup >> 1.
For convenience, we now introduce the notation

χl(U,Γ) =
[
χlow

(〈
∂ξU, TΓψtw

〉
L2(Rn)

)]−1
, χh(U,Γ) = χhigh(‖U − TΓΦref‖L2(Rn)). (5.22)

We remark that χl and χh are both uniformly bounded. Whenever ‖U − TΓΦ0‖L2(Rn) is sufficiently
small, we have

χl(U,Γ) =
[
〈∂ξU, TΓψtw〉L2(Rn)

]−1
, χl(U,Γ) = 1. (5.23)

We now define
b(U,Γ)[v] = −χh(U,Γ)2χl(U,Γ)

〈
g(U)v, TΓψtw

〉
L2(Rn)

, (5.24)

noting that the square on the high cut-off is simply for administrative reasons that will become clear
in the sequel. A short computation shows that

‖b(U,Γ)‖2HS(L2
Q,R) = χh(U,Γ)4χl(U,Γ)2

∞∑
k=0

〈g(U)
√
Qek, TΓψtw〉2L2(Rn)

= χh(U,Γ)4χl(U,Γ)2
∞∑
k=0

〈
√
Qek, g

adj(U)TΓψtw〉2L2
Q

= χh(U,Γ)4χl(U,Γ)2〈gadj(U)TΓψtw, g
adj(U)TΓψtw〉L2

Q

= χh(U,Γ)4χl(U,Γ)2〈g(U)gadj(U)TΓψtw, TΓψtw〉L2(Rn).

(5.25)

At this point, it is convenient to introduce the notation

Tσ;A(U) = ρU ′′ + f(U) + σ2h(U),

TB(U,Γ) = 1
2‖b(U,Γ)‖2

HS(L2
Q,R)

U ′′,

TC(U,Γ) = −χ2
h(U,Γ)χl(U,Γ)g(U)gadj(U)TΓψtw,

(5.26)

together with

Tσ(U,Γ, c) = cU ′ + Tσ;A(U) + σ2TB(U,Γ) + σ2
[
TC(U,Γ)

]′
. (5.27)
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In order to relate this back to §2, we write

Fσ(U, c) = Tσ(U, 0, c) (5.28)

and note that this expression reduces to (2.27) whenever ‖U − Φ0‖L2(Rn) is sufficiently small on

account of (5.25) and (5.15). We are now in a position to construct the instantaneous stochastic
waves (Φσ, cσ) by looking for zeroes of Fσ.

Proposition 5.1. Suppose that (Hq), (HEq), (HDt), (HSt) and (HTw) are all satisfied and pick a
sufficiently large constant K > 0. Then there exists δσ > 0 so that for every 0 ≤ σ ≤ δσ, there is a
unique pair

(Φσ, cσ) ∈ UH2 × R (5.29)

that satisfies the system
Tσ(Φσ, 0, cσ) = 0 (5.30)

and admits the bound
‖Φσ − Φ0‖H2(Rn) + |cσ − c0| ≤ Kσ2. (5.31)

Proof. On account of the estimates in Appendix A, the bounds in [17, §7] can be transferred to the
current context. The result can hence be established by following the proof of [17, Prop. 2.2].

Having defined b,Φσ and cσ, aσ can now be written as

aσ(U,Γ) = −χl(U,Γ)
〈
Tσ(U,Γ, cσ), TΓψtw

〉
L2(Rn)

. (5.32)

The commutation relations

TΓf(U) = f(TΓU), TΓg(U)[w] = g(TΓU)[TΓw], TΓg
adj(U)[ψ] = gadj(TΓU)[TΓψ], (5.33)

the latter of which exploits the translation invariance of Q, allow us to conclude the crucial identities

aσ(U,Γ) = aσ(T−ΓU, 0), b(U,Γ)[w] = b(T−ΓU, 0)[T−Γw]. (5.34)

This motivates the definitions

aσ(V ) = aσ(Φσ + V, 0), bσ(V ) = b(Φσ + V, 0) (5.35)

that were introduced in §2.1. In order to see that these expressions reduce to (2.26) and (2.31) when
‖V ‖L2(Rn) is small, we note that Fσ(Φσ, cσ) = 0 and 〈LtwV, ψtw〉L2(Rn) = 0.

5.3 Itô lemma

Our goal here is to apply an appropriate version of the Itô lemma to the combined stochastic process
Z(t) =

(
X(t),Γ(t)

)
, which takes values in the Hilbert spaces

H1
Z = H1(Rn)× R, HZ = L2(Rn)× R, H−1

Z = H−1(Rn)× R. (5.36)

Indeed, upon defining nonlinearities

Aσ : H1
Z → H−1

Z , B : H1
Z → HS

(
L2
Q,HZ

)
(5.37)

that act as
Aσ(X,Γ) =

(
Tσ;A(X + Φref), cσ + āσ(X + Φref ,Γ)

)
, (5.38)

together with

B(X,Γ) =
(
g(X + Φref), b(X + Φref ,Γ)

)
, (5.39)

the coupled system for Z can formally be written as

dZ = Aσ(Z) dt+ σB(Z) dWQ
t . (5.40)

Our first result here clarifies how solutions to this system should be interpreted.
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Proposition 5.2. Suppose that (Hq), (HEq), (HDt), (HSt) and (HTw) are all satisfied and fix
T > 0, 0 ≤ σ ≤ δσ and cσ ∈ R. In addition, pick an initial condition Z0 ∈ HZ. Then there is
a unique map Z : [0, T ] × Ω → HZ that is of class N 2

(
[0, T ]; (Ft);H1

Z

)
and satisfies the following

properties.

(i) For almost all ω ∈ Ω, the map t 7→ Z(t, ω) is of class C([0, T ];HZ).

(ii) For all t ∈ [0, T ], the map ω 7→ Z(t, ω) ∈ HZ is (Ft)-measurable.

(iii) We have the inclusion B(Z) ∈ N 2
(
[0, T ]; (Ft);HS(L2

Q,HZ)
)
.

(iv) For almost all ω ∈ Ω, the identity

Z(t) = Z0 +

∫ t

0

Aσ

(
Z(s)

)
ds+ σ

∫ t

0

B
(
Z(s)

)
dWQ

s (5.41)

holds for all 0 ≤ t ≤ T .

Proof. In light of the estimates obtained in Appendix B, we can closely follow the proof of [17, Prop
2.1]. Indeed, the existence of the dt⊗P version of X that is (Ft)-progressively measurable as a map
into H1(Rn) follows from [35, Ex. 4.2.3]. The main result from [29] with α = 2 and β = 4 can be
used to verify the remaining statements concerning X.

As in [17], the techniques developed in [35, Chapter 3] can be used to treat the second component
of (5.40) as an SDE for Γ with random coefficients. The key ingredient is [35, Thm. 3.1.1], which
however is stated only for finite dimensional noise. We claim here that the conclusions also extend to
the current setting where a cylindrical Q-Wiener process drives the stochastic terms. To see this, we
note that the Itô formula used in line 3.1.14 of the proof and the Burkholder-Davis-Gundy inequality
used on page 56 both extend naturally to our infinite-dimensional setting. Most importantly, the
local Martingale defined in 3.1.14 remains a local martingale. The remaining details can now easily
be filled in by the interested reader.

The main ingredient to compute the equation for V is the Itô lemma. There are many versions
available in the literature, but we choose to apply the formulation in [11] to our framework. Note
here that Dφ and D2φ are Frechet derivatives.

Lemma 5.3. Consider the setting of Proposition 5.2 and pick a functional φ ∈ C2(H−1
Z ,R). Then

for almost all ω ∈ Ω, the identity

φ
(
Z(t)

)
=φ
(
Z(0)

)
+

∫ t

0

Dφ
(
Z(s)

)
[Aσ

(
Z(s)

)
] ds+ σ

∫ t

0

Dφ
(
Z(s)

)
[B
(
Z(s)

)
] dWQ

s

+
1

2
σ2
∞∑
k=0

∫ t

0

D2φ
(
Z(s)

)
[B
(
Z(s)

)√
Qek,B

(
Z(s)

)√
Qek] ds

(5.42)

holds for all t > 0.

Proof. Item (iii) of Proposition 5.2 and the identity (5.41) allow us to interpret Z(t) as a (standard)
Itô process on H−1

Z in the sense of [11, Def. 1], with Ss,t = I. In particular, we can apply [11, Thm.
1] to obtain the result.

5.4 SPDE for V

The defining identity (2.33) for Rσ can be formulated as

Rσ(V ) = Fσ(Φσ + V, cσ) + aσ(V )[Φ′σ + V ′]

= Tσ(Φσ + V, 0, cσ) + aσ(V )[Φ′σ + V ′],
(5.43)
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which is now well-defined as an element of H−1(Rn) for all V ∈ H1(Rn). Recalling the definition

Sσ(V )[w] = g(Φσ + V )[w] + ∂ξ(Φσ + V )bσ(V )[w], (5.44)

we now set out to establish the following result.

Proposition 5.4. Suppose that (Hq), (HEq), (HDt), (HSt) and (HTw) all hold. Then the map

V : [0, T ]× Ω→ L2(Rn) (5.45)

defined by (5.1) is of class N 2
(
[0, T ]; (Ft);H1(Rn)

)
and satisfies the following properties.

(i) For almost all ω ∈ Ω, the map t 7→ V (t, ω) is of class C
(
[0, T ];L2(Rn)

)
.

(ii) For all t ∈ [0, T ], the map ω 7→ V (t, ω) ∈ L2(Rn) is (Ft)-measurable.

(iii) We have the inclusion Sσ(V ) ∈ N 2
(
[0, T ]; (Ft);HS

(
L2
Q, L

2(Rn)
))
.

(iv) For almost all ω ∈ Ω, we have the inclusion

Rσ
(
V (·, ω)

)
∈ L1

(
[0, T ];H−1(Rn)

)
(5.46)

and the identity

V (t) = V (0) +
∫ t

0
Rσ
(
V (s)

)
ds+ σ

∫ t
0
Sσ
(
V (s)

)
dWQ

s (5.47)

holds for all 0 ≤ t ≤ T .

Our main task here is to establish (5.47). Taking derivatives of translation operators typically
requires extra regularity of the underlying function, which prevents us from applying an Itô formula
directly to (5.1). In order to circumvent this technical issue, we pick a test function ζ ∈ C∞c (R,Rn)
and consider the map

φζ : H−1(Rn)× R→ R (5.48)

that acts as
φζ
(
X,Γ

)
= 〈X + Φref − TΓΦσ, TΓζ〉H−1;H1 . (5.49)

Here 〈·, ·〉H−1;H1 denotes the duality pairing between H−1(Rn) and H1(Rn), which coincides with
the inner product on L2(Rn) when both factors are from this space; see [17, §2]. This map does have
sufficient smoothness for our purposes here and allows us to write

〈V (t), ζ〉 = φζ
(
X(t),Γ(t)

)
. (5.50)

We now introduce the notation

Rσ;ζ(U,Γ) =
〈
Tσ(U,Γ, cσ) + aσ(U,Γ)U ′, TΓζ

〉
H−1;H1 , (5.51)

together with

Sσ;ζ(U,Γ)[w] = 〈g(U)[w], TΓζ〉L2(Rn) + 〈U ′, TΓζ〉L2(Rn)b(U,Γ)[w]. (5.52)

As usual, we have

Rσ;ζ(U,Γ) = Rσ;ζ(T−ΓU, 0) Sσ;ζ(U,Γ)[w] = Sσ;ζ(T−ΓU, 0)[T−Γw]. (5.53)

In addition, we note that

〈Rσ
(
V
)
, ζ〉H−1;H1 = Rσ;ζ(Φσ + V, 0), 〈Sσ

(
V
)
[w], ζ〉L2 = Sσ;ζ(Φσ + V, 0)[w]. (5.54)

These auxiliary functions can be used to formulate the equation that arises when applying Lemma
5.3 to the functional φζ .
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Lemma 5.5. Suppose that (Hq), (HEq), (HDt), (HSt) and (HTw) all hold. Then for almost all
ω ∈ Ω, the identity

φζ
(
X(t),Γ(t)

)
=φζ

(
X(0),Γ(0)

)
+

∫ t

0

Rσ;ζ

(
U(s),Γ(s)

)
ds+

∫ t

0

Sσ;ζ

(
U(s),Γ(s)

)
dWQ

s (5.55)

holds for all 0 ≤ t ≤ T , in which we have used U(s) = X(s) + Φref .

Proof. For convenience, we introduce the splitting

φζ(X,Γ) = φ1;ζ(X,Γ) + φ2;ζ(Γ) (5.56)

with
φ1;ζ

(
X,Γ

)
= 〈X,TΓζ〉H−1;H1 ,

φ2;ζ

(
Γ
)

= 〈Φref − TΓΦσ, TΓζ〉H−1;H1

= 〈T−ΓΦref − Φσ, ζ〉L2(Rn).

(5.57)

We note that φ1;ζ and φ2;ζ are both C2-smooth, with derivatives given by

Dφ1;ζ(X,Γ)[X̃, Γ̃] = D1φ1;ζ(X,Γ)[X̃] +D2φ1;ζ(X,Γ)[Γ̃]

= 〈X̃, TΓζ〉H−1;H1 − Γ̃〈X,Tγζ ′〉H−1;H1 ,

Dφ2;ζ(Γ)[Γ̃] = −Γ̃〈Φref , TΓζ
′〉L2(Rn),

(5.58)

together with

D2φ1;ζ(X,Γ)[X̃, Γ̃][X̃, Γ̃] =D2
1φ1;ζ(X,Γ)[X̃, X̃] + 2D1,2φ1;ζ(X,Γ)[X̃, Γ̃]

+D2
2φ1;ζ(X,Γ)[Γ̃, Γ̃]

=− 2Γ̃〈X̃, Tγζ ′〉H−1;H1 + β2〈X,Tγζ ′′〉H−1;H1 ,

D2φ2;ζ(Γ)[Γ̃, Γ̃] =Γ̃2〈Φref , TΓζ
′′〉L2 .

(5.59)

We hence see that

Dφζ
(
Z(s)

)
[Aσ

(
Z(s)

)
] = 〈TA;σ

(
U(s)

)
, TΓ(s)ζ〉H−1;H1

−
[
cσ + aσ

(
U(s),Γ(s)

)]
〈U(s), TΓ(s)ζ

′〉L2(Rn)

Dφζ
(
Z(s)

)
[B
(
Z(s)

)
w] = 〈g

(
U(s)

)
[w], TΓ(s)ζ〉H−1;H1

−b
(
U(s),Γ(s)

)
[w]〈U(s), TΓ(s)ζ

′〉L2(Rn).

(5.60)

Upon writing
Ik(U,Γ) = −2b(U,Γ

)
[
√
Qek]〈g(U)[

√
Qek], TΓζ

′〉L2(Rn)

+
(
b(U,Γ)[

√
Qek]

)2

〈U, TΓζ
′′〉L2(Rn),

(5.61)

we also observe that

D2φζ
(
Z(s)

)[
B
(
Z(s)

)√
Qek,B

(
Z(s)

)√
Qek

]
= Ik

(
U(s),Γ(s)

)
. (5.62)
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A short computation yields

Ik(U,Γ) = 2χh(U,Γ)2χl(U,Γ)
〈
g(U)[

√
Qek], TΓψtw

〉
L2(Rn)

×〈g
(
U
)
[
√
Qek], TΓζ

′〉L2(Rn)

+
(
b(U,Γ)[

√
Qek]

)2

〈U, TΓζ
′′〉L2(Rn)

= 2χh(U,Γ)2χl(U,Γ)
〈√

Qek, g
adj(U)TΓψtw

〉
L2
Q

×〈
√
Qek, g

adj(U)TΓζ
′〉L2

Q

+
(
b(U,Γ)[

√
Qek]

)2

〈U, TΓζ
′′〉L2(Rn).

(5.63)

In particular, we see that∑∞
k=0 Ik(U,Γ) = 2χh(U,Γ)2χl(U,Γ)

〈
gadj(U)TΓψtw, g

adj(U)TΓζ
′〉
L2
Q

+
∥∥b(U,Γ)

∥∥2

HS(L2
Q,R)
〈U, TΓζ

′′〉L2(Rn),
(5.64)

which yields∑∞
k=0 Ik

(
U(s),Γ(s)

)
= −2

〈
TC
(
U(s),Γ(s)

)
, TΓ(s)ζ

′〉
L2(Rn)

+
∥∥b(U(s),Γ(s)

)∥∥2

HS(L2
Q,R)
〈U(s), TΓ(s)ζ

′′〉L2(Rn).
(5.65)

The derivatives can now be transferred from ζ to yield the desired expression.

Corollary 5.6. Suppose that (Hq), (HEq), (HDt), (HSt) and (HTw) all hold and pick a test-function
ζ ∈ C∞c (R,Rn). Then for almost all ω ∈ Ω, the map V defined by (5.1) satisfies the identity

〈V (t), ζ〉L2(Rn) = 〈V (0), ζ〉L2 +
∫ t

0
〈Rσ

(
V (s)

)
, ζ〉H−1;H1 ds

+σ
∫ t

0
〈Sσ
(
V (s)

)
T−Γ(s)dW

Q
s , ζ〉L2(Rn)

(5.66)

for all 0 ≤ t ≤ T .

Proof. In view of Lemma 5.5, the result follows from (5.50) together with

Rσ;ζ

(
U(s); Γ(s)

)
= Rσ;ζ(T−Γ(s)U(s), 0) = Rσ;ζ

(
Φσ + V (s),

)
= 〈Rσ

(
V (s)

)
, ζ〉H−1;H1 (5.67)

and a similar identity involving Sσ.

Proof of Proposition 5.4. The key issue here is that - by design - the noise terms T−Γ(s)dW
Q
s and

dWQ
s are indistinguishable from each other due to the translation invariance. Indeed, the basis (ek)

used in the Itô lemma is arbitrary and still yields a basis after translation. This allows us to drop
the T−Γ(t) term appearing in (5.66). In view of the preparations above, one can subsequently apply
the proof of Prop. 5.1 in [17] to the current setting.

6 Stability

Our goal here is to provide a rigorous formulation of the two stability results provided in §2.1 and
give a brief outline of their proofs. Given our preparatory work in §5 and Appendix A, we can appeal
to [16] for many of the details. However, we will need to generalize a stochastic time transformation
result to our setting of cylindrical Q-Wiener processes.
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Given an initial condition U0 ∈ UH1 that is sufficiently close to Φσ, it is possible to find a
corresponding (Γ0, V0) so that U0 = TΓ0 [V0 + Φσ] with 〈V0, ψtw〉 = 0; see [17, Prop. 2.3]. Recalling
the function V defined by

V (t) = V (0) +
∫ t

0
Rσ
(
V (s)

)
ds+ σ

∫ t
0
Sσ
(
V (s)

)
dWQ

s , (6.1)

we fix a sufficiently small ε > 0 and introduce the scalar function

NU0(t) = ‖V (t)‖2L2(Rn) +

∫ t

0

e−ε(t−s) ‖V (s)‖2H1(Rn) ds. (6.2)

In addition, for any η > 0 we introduce the (Ft)-stopping time

tst(U0, T, η) = inf
{

0 ≤ t < T : NU0(t) > η
}
, (6.3)

writing tst(U0, T, η) = T if the set is empty.
The small (but fixed) parameter η > 0 allows us to keep the nonlinearities in the problem under

control. Our main technical result provides a bound for NU0
in terms of the initial perturbation and

the noise strength.

Proposition 6.1. Assume that (Hq), (HEq), (HDt), (HSt) and (HTw) are satisfied and pick two
sufficiently small constants δη > 0 and δσ > 0. Then there exists a constant K > 0 so that for any
T > 0, any 0 < η ≤ δη and any 0 ≤ σ ≤ δσT−1/2 we have the bound

E
[

sup0≤t≤tst(T,ε,η)NU0(t)
]
≤ K

[
‖V (0)‖2H1 + σ2T

]
. (6.4)

In a standard fashion, this bound can be used to show that the probability of hitting η can be
made arbitrarily small by reducing the noise strength and the size of the initial perturbation. Indeed,
upon writing

p(U0, T, η) = P
(

sup
0≤t≤T

[
NU0

(t)
]
> η

)
, (6.5)

we can compute
ηp(U0, T, η) = ηP

(
tst(U0, T, η) < T

)
= E

[
1tst(T,ε,η)<TNε

(
tst(T, ε, η)

)]
≤ E

[
NU0

(
tst(T, ε, η)

)]
≤ E

[
sup0≤t≤tst(T,ε,η)NU0

(t)
]

≤ K
[
‖V (0)‖2H1 + σ2T

]
.

(6.6)

This is the rigorous interpretation of the informal statement contained in Theorem 2.1.
We now set out to quantify the residual resulting from the expansion process outlined in §2. To

this end, we take U0 = Φσ (i.e. V (0) = 0) and make the decomposition V (t) = Vapx(t) + Vres(t).
Here

Vapx(t) = σV 1
σ (t) + σ2V 2

σ (t) (6.7)

denotes the second order approximation obtained formally in §2.1. We subsequently introduce the
scalar quantity

Nres(t) = σ4 ‖Vapx(t)‖2L2(Rn) + ‖Vres(t)‖2L2(Rn)

+
∫ t

0
e−ε(t−s)

[
σ4 ‖Vapx(s)‖2H1(Rn) + ‖Vres(s)‖2H1(Rn)

]
ds,

(6.8)

together with the (Ft)-stopping time

tst(T, σ, η; res) = inf
{

0 ≤ t < T : Nres(t) > σ4η
}
, (6.9)
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writing tst(T, σ, η; res) = T if the set is empty. Note that the scalings imply that Vapx remains
bounded by η as long as the stopping time is not hit, which allows the nonlinear terms to be
controlled in the same fashion as in the proof of Proposition 6.1. Since all the quadratic terms have
now been accounted for, we arrive at the following estimate.

Corollary 6.2. Assume that (Hq), (HEq), (HDt), (HSt) and (HTw) are satisfied and pick two
sufficiently small constants δη > 0 and δσ > 0. Then there exists a constant K > 0 so that for any
T > 0, any 0 < η ≤ δη and any 0 ≤ σ ≤ δσT−1/2, we have the bound

E
[

sup0≤t≤tst(T,σ,η;res)Nres(t)
]
≤ Kσ6T. (6.10)

In order to turn this into a probability estimate, we write

pres(T, σ, η) = P
(

sup
0≤t≤T

Nres(t) > σ4η
)

(6.11)

and compute
σ4ηpres(T, σ, η) = σ4ηP

(
tst(T, σ, η; res) < T

)
= E

[
1tst(T,σ,η;res)<TNres

(
tst(T, σ, η; res)

)]
≤ Kσ6T.

(6.12)

In particular, in the setting of Corollary 6.2 we find

pres(T, σ, η) ≤ η−1Kσ2T, (6.13)

which is the quantitative version of Corollary 2.2.

6.1 Stochastic time transform

We now set out to outline how the techniques developed in [16] can be used to establish Proposition
6.1. The key issue is that we cannot study (6.1) or its mild counterpart in a direction fashion because
it is a quasi-linear system. The offending component is TB , which represents an extra nonlinear -
but spatially homogeneous - diffusive term that arises as a consequence of the Itô lemma.

Our strategy is to partially eliminate these terms by appropriate time transforms. In particular,
for each component 1 ≤ i ≤ n we define the function

κσ;i(V ) = 1 +
1

2ρi
‖bσ(V )‖2

HS
(
L2
Q,L

2(Rn)
) (6.14)

and observe that ρiκσ;i(V ) corresponds precisely with the coefficient in front of V ′′i that appears in
Rσ(V ). In order to reset this single coefficient to the value ρi, we introduce the (faster) transformed
time

τi(t) =

∫ t

0

κσ;i

(
V (s)

)
ds ≥ t. (6.15)

The map t 7→ τi(t) is a continuous strictly increasing (Ft)-adapted process that hence admits an
inverse ti(τ), i.e.,

τi(ti(τ)
)

= τ, ti
(
τi(t)

)
= t. (6.16)

This allows us to define the time-transformed function

V (i)(τ) = V
(
ti(τ)

)
, (6.17)

for which an appropriate SPDE can be derived.
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Lemma 6.3. Consider the setting of Proposition 5.4 and pick 1 ≤ i ≤ n. Then there exists a filtra-

tion (Fτ )τ≥0 together with a cylindrical (Fτ , Q)-Wiener process W
Q

τ so that the following properties
hold.

(i) For almost all ω ∈ Ω, the map τ 7→ V (i)(τ ;ω) is of class C
(
[0, T ];L2

)
.

(ii) For all τ ∈ [0, T ], the map ω 7→ V (i)(τ, ω) is (Fτ )-measurable.

(iii) The map τ 7→ κ
−1/2
i

(
V (i)(τ)

)
Sσ
(
V (i)(τ)

)
is of class N 2

(
[0, T ]; (F)τ ;HS

(
L2
Q, L

2(Rn)
))

.

(iv) For almost all ω ∈ Ω, the identity

V (i)(τ) = V (i)(0) +
∫ τ

0
κ−1
i

(
V (i)(τ

′)
)
Rσ
(
V (i)(τ

′)
)]
dτ ′

+σ
∫ τ

0
κ
−1/2
i

(
V (i)(τ

′)
)
Sσ
(
V (i)(τ

′)
)
dW

Q

τ ′

(6.18)

holds for all 0 ≤ τ ≤ T .

Proof. Recall the set of independent (Ft)-Brownian motions βk used to define WQ in §5.1. Following
the proof of [17, Lem. 6.2], we now construct the processes

βk(τ) =

∫ τ

0

1√
∂τ ti(τ ′)

dβk
(
ti(τ

′)
)
. (6.19)

These are independent Brownian motions with respect to the filtration (Ft) defined in [17, Eq.
(6.14)]. As explained in §5.1, the sum

W
Q

τ =
∑
k

√
Qekβk(τ) (6.20)

hence defines a cylindrical (Fτ , Q)-Wiener process. We can now apply the transformation rule [17,
Lem. 6.2] for individual Brownian motions to compute the desired transformation∫ ti(τ)

0
Sσ
(
V (s)

)
dWQ

s = limm→∞
∑m
k=1

∫ ti(τ)

0
Sσ
(
V (s)

)
[
√
Qek] dβk(s)

= limm→∞
∑m
k=1

∫ τ
0
κ−1/2(V (i)(τ

′)
)
Sσ
(
V (i)(s)

)
[
√
Qek] dβk(τ ′)

=
∫ τ

0
κ−1/2(V (i)(τ

′)
)
Sσ
(
V (i)(s)

)
dW

Q

τ ′ .

(6.21)

The remaining statements can now be established as in the proof of [17, Prop. 6.3].

We remark that the diffusion coefficient for the i-th component of V (i) is now again equal to
ρi. This allows this component to be appropriately estimated by analyzing the mild formulation of
(6.18). The key here is that the off-diagonal elements of the semigroup S(t) have better smoothening
properties than the diagonal elements. Since all the relevant estimates carry over on account of §A,
the computations in [16] can be used to establish Proposition 6.1. and Corollary 6.2.

A Estimates

In this section we set out to derive certain key estimates that will build a bridge between our setting
here and the extensive computations in [16, 17]. The main issues are that the functions g and b
now need to be bounded in an appropriate Hilbert-Schmidt norm and that the term TC has a more
delicate structure than its counterpart in [17].

Throughout this section, we will often use a general pair (Φ, c) for our estimates, since a-priori the
wave (Φσ, cσ) has not been constructed yet. This pair is assumed to satisfy the following conditions.
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(hPar) The condition (HTw) holds and the pair (Φ, c) ∈ UH1 × R satisfies the bounds

‖Φ− Φ0‖H1(Rn) ≤ min{1, [4 ‖ψtw‖L2(Rn)]
−1}, |c− c0| ≤ 1. (A.1)

We start in §A.1 by deriving some preliminary estimates. This will help us in §A.2 to formulate the
‘bridge’ estimates on the three functions discussed above, which concern both their size and their
Lipschitz properties.

A.1 Preliminaries

On account of (Hq), the function k 7→
√
q̂(k) is well-defined. It is hence tempting to construct a

convolution kernel p for
√
Q by taking the inverse Fourier transform of this map, since then one

formally has q ∗ v = p ∗ p ∗ v. Our first result shows that this is indeed possible.

Lemma A.1. Suppose that (Hq) is satisfied. Then the map k 7→
√
q̂(k) is contained in L2(Rm×m).

Proof. It suffices to show that q̂ ∈ L1(R,Rm×m), which follows from the bound

‖q̂‖L1(R,Rm×m) =

∫
R

1

(1 + |k|2)
1
2

(1 + |k|2)
1
2 |q̂(k)|dk ≤ K ‖q‖H1(Rm×m) . (A.2)

Using this L2-bound on p, one can now show that any z ∈ L2(Rn×m) can be interpreted as a
Hilbert-Schmidt operator from L2

Q into L2(Rn). As usual, this proceeds via the pointwise multipli-
cation z[w](x) = z(x)w(x).

Lemma A.2. Suppose that (Hq) is satisfied. There exists K > 0 so that for any z ∈ L2(Rn×m), we
have z ∈ HS

(
L2
Q, L

2(Rn)
)

with

‖z‖
HS
(
L2
Q,L

2(Rn)
) ≤ K ‖z‖L2(Rn×m) . (A.3)

Proof. Writing out the various matrix multiplications in a component-wise fashion, we obtain

‖z‖2
HS
(
L2
Q,L

2(Rn)
) =

∑∞
k=0‖z[

√
Qek]‖2L2(Rn)

=
∑∞
k=0

∑n
i=1

∑m
j,j′=1

∫
zij(x)〈pj·(x− ·), ek〉L2(Rm)zij′〈pj′·(x− ·), ek〉L2(Rm) dx

=
∑n
i=1

∑m
j,j′=1

∫
zij(x)zij′(x)〈pj·(x− ·), pj′·(x− ·)〉L2(Rm) dx

=
∑n
i=1

∑m
j,j′,l=1〈pjl, pj′l〉L2(R)

∫
zij(x)zij′(x) dx

(A.4)
The result now follows by appealing to Cauchy-Schwarz.

Our final two results concern a bound on the cut-off functions (5.22) and a bound on the L2-norm
of g that we borrow from [17]. This is especially useful when combined with the bound in Lemma
A.2.

Lemma A.3. Suppose that (HEq), (Hg) and (hPar) are satisfied. Then there exists a constant
K > 0, which does not depend on the pair (Φ, c), so that the following holds true. For any v ∈ H1(Rn)
and γ ∈ R we have the bound

|χl(Φ + v, γ)|+ |χh(Φ + v, γ)| ≤ K, (A.5)

while for any pair (vA, vB) ∈ H1(Rn)×H1(Rn) and (γA, γB) ∈ R2 we have the estimates

|χl(Φ + vA, γA)− χl(Φ + vB , γB)| ≤ K
[
‖vA − vB‖L2(Rn) + (1 + ‖vA‖L2) |γ1 − γ2|

]
,

|χh(Φ + vA, γA)− χh(Φ + vB , γB)| ≤ K
[
‖vA − vB‖L2(Rn) + |γA − γB |

]
.

(A.6)
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Proof. The bound (A.5) follows directly from the definition of the cut-off functions. The first Lip-
schitz bound in (A.6) can be found in [17, Lem. 3.3], while the second bound follows from the
observation∣∣∣‖Φ + vA − TγAΦref‖L2(Rn) − ‖Φ + vB − TγBΦref‖L2(Rn)

∣∣∣ ≤ K[ ‖vA − vB‖L2(Rn) + |γA − γB |
]
.

(A.7)

Lemma A.4. Suppose that (HEq), (Hg) and (hPar) are satisfied. Then there exists a constant
K > 0, which does not depend on the pair (Φ, c), so that the following holds true. For any v ∈ H1(Rn)
we have the bounds

‖g(Φ + v)‖L2(Rn×m) ≤ K[1 + ‖v‖L2(Rn)],

‖∂ξg(Φ + v)‖L2(Rn×m) ≤ K[1 + ‖v‖H1(Rn)],
(A.8)

while for any pair (vA, vB) ∈ H1(Rn)×H1(Rn) we have the estimates

‖g(Φ + vA)− g(Φ + vB)‖L2(Rn×m) ≤ K ‖vA − vB‖L2(Rn) ,

‖∂ξ[g(Φ + vA)− g(Φ + vB)]‖L2(Rn×m) ≤ K
[
1 + ‖vA‖H1(Rn)

]
‖vA − vB‖H1(Rn) .

(A.9)

Proof. This follows from lemma 3.2 in [17].

A.2 Estimates for g, bσ and TC
By combining the estimates in Lemma’s A.2 and A.4 above, we immediately obtain bounds on g(U)
viewed as a pointwise multiplication operator from L2

Q into L2(Rn). These correspond precisely with

the L2-bounds for the function g(U) itself, allowing the follow-up estimates to be readily transferred
from [17] to the current setting.

Corollary A.5. Suppose that (Hq), (HEq), (HSt) and (hPar) are satisfied. Then there exists a
constant K > 0, which does not depend on (Φ, c) so that the following holds true. For any v ∈ H1(Rn)
we have the bounds

‖g(Φ + v)‖
HS
(
L2
Q,L

2(Rn)
) ≤ K[1 + ‖v‖L2(Rn)], (A.10)

while for any pair (vA, vB) ∈ H1(Rn)×H1(Rn) we have the estimates

‖g(Φ + vA)− g(Φ + vB)‖
HS
(
L2
Q,L

2(Rn)
) ≤ K ‖vA − vB‖L2(Rn) . (A.11)

Turning to the nonlinearity TC defined in (5.26), our goal here is to derive estimates for ∂ξTC(U, γ)
that are comparable to those obtained for the product b(U, γ)∂ξg(U) in the context of [17], where b
evaluates to a scalar. To this end, we introduce the auxiliary function

T̃C(U,Γ) = χl(U,Γ)χh(U,Γ)QgT (U)TΓψtw, (A.12)

which in view of the identification (5.15) allows us to write

TC(U, γ) = −χh(U,Γ)g(U)T̃C(U,Γ). (A.13)

The strategy is to use the splitting

‖∂ξTC(U,Γ)‖L2(Rn) ≤ ‖χh(U,Γ)∂ξg(U)‖
HS
(
L2
Q,L

2(Rn)
) ∥∥∥T̃C(U,Γ)

∥∥∥
L2
Q

+ ‖χh(U,Γ)g(U)‖
HS
(
L2
Q,L

2(Rn)
) ∥∥∥∂ξT̃C(U,Γ)

∥∥∥
L2
Q

(A.14)

together with its natural analogue for ∂ξ[TC(UA,ΓA)−TC(UB ,ΓB)]. The following two results provide
bounds for the factors in (A.14) that show that both products on the right hand side lead to similar
expressions as those obtained in [17]. In fact, we obtain slightly better estimates as a consequence
of a more refined use of the cutoff functions.
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Corollary A.6. Suppose that (Hg), (HEq) and (hPar) are satisfied. Then there exists a constant
K > 0, which does not depend on the pair (Φ, c), so that the following holds true. For any v ∈ H1(Rn)
and γ ∈ R we have the bounds

‖χh(Φ + v, γ)g(Φ + v)‖L2(Rn×m) ≤ K,

‖χh(Φ + v, γ)∂ξg(Φ + v)‖L2(Rn×m) ≤ K
[
1 + ‖v‖H1(Rn)

]
.

(A.15)

In addition, for any pair (vA, vB) ∈ H1(Rn)×H1(Rn) and (γA, γB) ∈ R2, the expression

∆ABχhg = χh(Φ + vA, γA)g(Φ + vA)− χh(Φ + vB , γB)g(Φ + vB) (A.16)

satisfies the estimates

‖∆ABχhg‖L2(Rn×m) ≤ K
[
‖vA − vB‖L2(Rn) + |γ1 − γ2|

]
,

‖∂ξ∆AB‖L2(Rn×m) ≤ K
[
‖vA − vB‖H1(Rn) + |γA − γB |

][
1 + ‖vA‖H1(Rn)

]
.

(A.17)

Proof. The estimates (A.15) follow directly from Lemma A.4, using the fact that the cut-off allows
us to assume an a-priori bound for ‖v‖L2(Rn). The Lipschitz bounds (A.17) can be obtained by
writing

∆ABχhg =
[
χh(Φ + vA, γA)− χh(Φ + vB , γB)

]
g(Φ + vA)

+χh(Φ + vB , γB)
[
g(Φ + vA)− g(Φ + vB)

] (A.18)

and applying the results from Lemma’s A.3 and A.4.

Lemma A.7. Suppose that (Hq), (HEq), (HSt) and (hPar) are satisfied. Then there exists a constant
K > 0, which does not depend on the pair (Φ, c), so that the following holds true. For any v ∈ H1(Rn)
and γ ∈ R we have the bounds∥∥∥T̃C(Φ + v, γ)

∥∥∥
L2
Q

≤ K,∥∥∥∂ξT̃C(Φ + v, γ)
∥∥∥
L2
Q

≤ K[1 + ‖v‖H1(Rn)].
(A.19)

In addition, for any pair (vA, vB) ∈ H1(Rn)×H1(Rn) and (γA, γB) ∈ R2, the expression

∆ABT̃C = T̃C(Φ + vA, γA)− T̃C(Φ + vB , γB) (A.20)

satisfies the estimates∥∥∥∆ABT̃C

∥∥∥
L2
Q

≤ K
[
‖vA − vB‖L2(Rn) + |γA − γB |

]
,∥∥∥∂ξ∆ABT̃C

∥∥∥
L2
Q

≤ K
[
1 + ‖vA‖H1(Rn)

][
‖vA − vB‖H1(Rn) + |γA − γB |

]
.

(A.21)

Proof. Note first that for any z ∈ H1(Rm×n) and any ψ ∈W 1,∞(R,Rn), we have

‖Qzψ‖2L2
Q

= 〈Qzψ, zψ〉L2(Rm) ≤ ‖q‖L1 ‖z‖2L2(Rm×n) ‖ψ‖
2
∞ (A.22)

together with

‖∂ξQzψ‖2L2
Q

= ‖Q∂ξ[zψ]‖2L2
Q
≤ ‖q‖L1 ‖∂ξ[zψ]‖2L2(Rm)

≤ ‖q‖L1 ‖z‖2H1(Rm×n) [‖ψ‖∞ + ‖ψ′‖∞]2.
(A.23)

The bounds (A.19) hence follow directly from Lemma A.4, using the cut-off function again to elim-
inate the dependence on ‖v‖L2(Rn).
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Turning to the Lipschitz estimates (A.21), we first compute

∆AB T̃C =
[
χl(Φ + vA, γA)− χl(Φ + vB , γB)

]
Qχh(Φ + vA, γA)gT (Φ + vA)TγAψtw

+χl(Φ + vB , γB)Qχh(Φ + vA, γA)gT (Φ + vA)
[
TγAψtw − TγBψtw

]
+χl(Φ + vB , γB)Q

[
∆ABχhg

]T
TγBψtw.

(A.24)

If χh(Φ + vA, γA) 6= 0, then we can use an a-priori bound on ‖vA‖L2(Rn) to obtain the result directly

from Lemma A.3 and Corollary A.6. On the other hand, if we have an a-priori bound on ‖vB‖L2(Rn),

we can exploit symmetry to replace the ‖vA‖L2(Rn) term in (A.9) by ‖vB‖L2(Rn) and obtain the same
result.

We are now ready to consider the final nonlinearity b that was defined in (5.24). Fortunately, our

estimates for T̃C can also be used to establish the following bounds, which correspond precisely to
those obtained in [17].

Lemma A.8. Suppose that (Hq), (HEq), (Hg), (HSt) and (hPar) are satisfied. Then there exist
constants Kb > 0 and K > 0, which do not depend on the pair (Φ, c) so that the following holds
true. For any v ∈ H1(Rn) and γ ∈ R we have the bound

‖b(Φ + γ, ψ)‖HS(L2
Q,R) ≤ Kb, (A.25)

while for any set of pairs (vA, vB) ∈ H1(Rn)×H1(Rn) and (γA, γB) ∈ R2 we have the estimate

‖b(Φ + vA, γA)− b(Φ + vB , γB)‖HS(L2
Q,R) ≤ K ‖vA − vB‖L2(Rn)

+K
[
1 + ‖vB‖L2(Rn)

]
|γA − γB | .

(A.26)

Proof. The computation (5.25) shows that

‖b(Φ + v, γ)‖2HS(L2
Q,R) = χh(Φ + V, γ)2‖T̃C(Φ + vA, γA)‖2L2

Q
, (A.27)

which on account of (A.19) immediately implies (A.25).
Turning to the Lipschitz bound (A.26), we introduce the notation

Ik = b(vA + Φ, γA)[
√
Qek]− b(vB + Φ, γB)[

√
Qek] (A.28)

and note that

‖b(Φ + vA, γA)− b(Φ + vB , γB)‖2HS(L2
Q,R) =

∞∑
k=0

I2
k . (A.29)

We now compute

Ik = χh(vA + Φ, γA)2χl(vA + Φ, γA)〈g(Φ + vA)
√
Qek, TγAψtw〉

− χh(VB + Φ, γB)2χl(VB + Φ, γB)〈g(Φ + VA)
√
Qek, TγBψtw〉

= 〈
√
Qek, χh(vA + Φ, γA)T̃C(Φ + vA, γA)− χh(vB + Φ, γB)T̃C(Φ + vB , γB)〉L2

Q
.

(A.30)

In particular, we see that

∞∑
k=0

I2
k =

∥∥∥χh(vA + Φ, γA)T̃C(Φ + vA, γA)− χh(vB + Φ, γB)T̃C(Φ + vB , γB)
∥∥∥2

L2
Q

. (A.31)

The desired bound now follows by combining Lemma’s A.3 and A.7.
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